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MEMORANDUM

SUBJECT: Mbdel Accuracy and Uncertainty

FROM WIlliam G Laxton. D rector
Techni cal Support Division (MD14)

TO Gerald A. Em son, Director
Ofice of Air Quality Planning and Standards (MD 10)

In the application of air quality nodels, decision nmakers are usually
constrained to using cal cul ated concentrations as "best estimates" for deter-
m ni ng the adequacy of em ssion limts. The details of nodel accuracy and
uncertainty are frequently too conplex to consider within the confines of
pol lution control decisions that are routinely nade by Regional Ofices and
State/l ocal agencies. Thus to maintain the credibility of these nathematica
tools, the Source Receptor Analysis Branch has a continuing concern with the
accuracy of air quality nodels and with the appropriate use O Mdel estinmates
i n decision making. This concern is nost acute for point source applications
i nvol ved in new source review or in setting emssion limts as part of a SIP
revision. In the past our studies have shown that highest estinated concen-
trations for point source nodels typically have an accuracy of = 10 to 40
percent, or well within the often quoted factor-of-two that has | ong been
recogni zed for these nodels. However, through an extensive programwe have
been conducting over the |last few years, it is now possible to nake a defini -
tive statenent about the accuracy associated with MPTER ' and rel ated UNAVAP
nodel s that are conmmonly applied to |large point sources. |In addition, we are
abl e to suggest how nodel accuracy m ght be used along with "best estimtes"”
to calculate the probability that nodel -based emission limts will attain
anbi ent standards. This information is sumuarized bel ow and expl ai ned in
nore detail in the attached report.

Mbdel Accuracy

Based on data for four mmjor mdwestern power plants, we can now say
that the MPTER nodel appears to be essentially unbiased in estimating high-
est concentrations for averagi ng periods consistent with existing S02 ambi ent
standards. Actually, exact calculation of nodel bias, defined as the ratio
of nodel predicted design concentrations to neasurenment based desi gn concen-
trations, shows small departures froma true absence of bias, i.e., aratio
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of 1.0. The conposite data indicate that MPTER (1) slightly overestinmates

hi ghest 3-hour average concentrations (by about 9 percent or a bias ratio of
1.09) and (2) slightly underestimates highest 24-hour average concentrations
(by about 15 percent or a bias ratio of 0.85). Mre explicitly we can say
that for 3-hour average concentrations the ratio of highest estimated to
nmeasured concentrations is 1.09, and the true value of this ratio |ies between
0.97 and 1.23 with 95% confidence. For 24-hour average concentrations the
ratio is 0.85 and the true value (with 95% confidence) |ies between 0.74 and
0.98. However, it should be noted that these statenents are properly limted
to major isolated point sources where accuracy of estinmates in "space and tinme"
is not an issue; they are not applicable to nulti-source situations. Never-

t hel ess, we believe the statenents to be typical of accuracy associated with

a wde variety of point source applications.

Usi ng Mbdel Accuracy in Decision Mking

A potentially inportant by-product of the nodel accuracy studies is an
ability to assess the |ikelihood that emssion limts based on nodel estimates
wWill result in attainnment of anbient standards. Wth this goal in mnd, we
sponsor ed devel opnent of a techni que known as CUE (Cal cul ati on of Uncertainty
Esti mates). CUE conbines information on accuracy with "best estimtes" from
the nodel in order to calculate probability distributions of attainnent for
alternative emssion limts. Although it was originally intended for source
speci fic applications and conputationally intensive, sinplifying assunptions
make it possible to generalize the CUE cal culations for the four m dwestern
power plants. Tables 1 and 2, taken fromthe attached report, provide a
conposite of the probability of attainnment for assumed | evels of nodel bias.

In Table 1 it can be seen that as the "best estimate,” or the predicted
desi gn concentration, increases froma val ue bel ow the standard to a val ue
above the standard, the probability of attai nment decreases for a specified
em ssion limt. That is, a decision nmaker should be nore certain of attain-
ment for an emssion limt that results in a best estimate that is |ess than
the standard than for emi ssions that produce a best estimate that is greater
than the standard. For exanple, with an unbi ased nodel (i.e., a bias ratio
of 1.0), a best estimate that is only 70 percent of the standard results in
near certainty (96% of attainnent. Wereas a best estimate that is 30
percent greater than the standard results in a clear lack of certainty (9%
of attainnment, or rather certainty of nonattainent. Simlarly, as the bias
ratio increases fromsystematic underestinates to systenatic overesti mates,
the degree of certainty in attainnment increases. A nodel that is biased to
overestimate provides greater assurance of attainment (67%at a bias ratio
of 1.09) for a best estimate equal to the standard than a nodel that under-
estimates (21% at a bias ratio of 0.85). Wile these concepts may be in-
tuitively obvious, this is the first tine they have been clearly quantified
in tabular form

This information nmay al so be used to choose an emssion limt that wll
result in a predefined probability of attainment as shown in Table 2. For
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exanmpl e, while not conmmonly considered in the decision-making process, it is
a fact that an unbi ased nodel provides only a 50-50 chance of attainnent whin
the best estinmate is exactly equal to the standard. Thus, if a decision
maker wi shes to be nore certain of attainnent than 50% the best estimate for
an emssion limt nust actually be less than the targeted standard. For a
deci sion maker to be at |east 70% sure of attainnent, the emssion limt for
the source nmust be such that the "best estimate” of an unbiased nodel is 90%
of the standard or less. |If the decision naker were to require a 95% proba-
bility of attainnent, the emission limt would have to be tightened so that
the best estimate is 72% or | ess of the standard.

The procedure for dealing with uncertainty is sinplified and highly
dependent on the variance (scatter in nodel error), as well as the bias of
nodel estimates. Thus the cal cul ated probabilities should be considered as
only an approximation to results expected froma site specific application
of the CUE technique. |ssues such as data extrapol ation, em ssion varia-
bility and | oad conditions nust be considered to determ ne how accurate such
cal culations are for application to an isol ated point source.

The information presented herein is intended to enhance and suppl enent
the basis for using the “best estinates” provided by recommended EPA nodel s.
It is not intended to change or nodify how those estimtes are used by
Regional O fices and State/l ocal agencies. However, we believe that this
docunments, with the greatest precision that can be nmustered, a statenent on
t he accuracy and uncertainty associated with standard nodel applications.
It remains to be seen whether there is a way in which a decision maker can
fully utilize such information, within the constraints of CAA requirenents
and our policies on various pollutants, i.e., S0, If you wish to further
di scuss the interpretation and use of this infornmation, we will be happy to
set up a briefing for you

Attachnents

cc: Model i ng Contact, Regions |-X
J. Cal cagni
W  Cox

F. Schi erneier

B. Steigerwald

J. Tikvart
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Table 1
fgj, . Probability of Attainment of Ambient Standards for
b ' Large SO, emitting Power Plants -
Probability of Attainment (Percent)
Best ' v
Model Estimate Bias Ratio (Model/Monitor)
(ov)
0.5 0.85 1.00 1.09 1.5
0.7 5 83 96 99 100 |
v.8 1 62 87 94 100
I
v.9 0 39 70 83 99
1.0 0 21 50 67 98
|
. 1.1 0 10 32 48 Y4
7
L . 1.2 0 | : 4 18 32 57
1.3 0 2 9 19 76
Note: Assumes that the ratio of model based to measurement based
design concentrations is lognormally distributed with log
mean equal to the bias ratio and log standard deviation = 0.20.
The “best estimate"” (DV) is expressed as the ratio of the
model based design value to the level of the ambient standard.




Table 2
- Mode! Based Design Values Required to Achieve
s A Given Probability of Attainment For
Large SOy Emitting Power Plants
N ,
- Design Value (DV)
Probability of .
Attainment Bias Ratio (Model/Monitor)
(percent) .

: 0.50 0.85 1.00 1.09 1.50

50 0.50 0.85 1.00 1.09 - 1.50

55 0.49 0.83 0.98 .1.06 1.46

60 . 0.48 0.81 0.95 1.04 1.43

- 65 0.46 0.79 0.93 1.01 1.39

70 0.45 0.77 0.90 0.98 1.35

75 v.44 0.74 0.87 .95 1.31

80 v.42 v.72 0.85 0.92 1.27

85 0.41 ~ 0.69 0.81 0.89 1.22

90 0.39 0.66 0.77 0.64 1.16

95 0.36 0.61 0.72 0.78 1.08

Note: . Assumes thét the ratio of model based to measurement based
design concentrations is lognormally distributed with log
mean equal to the bias ratio and log standard deviation = 0.20.

The “best estimate” (DV) is expressed as the ratio of the
model based design value to the level of the ambient standard.
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Assessnment and Use OF Accuracy Information for MPTER

| nt roducti on

EPA has an ongoing programto evaluate the performance of air
quality nodels used in regulatory applications. As part of this
effort, the MPTER nodel and several other rural nodels, have been
extensively evaluated using S02 data collected around four ngjor
power plants l|ocated in the mdwest. Reported results indicate
that MPTER is essentially an wunbiased nmodel in the sense that
hi ghest 3-hour and 24-hour average nodel predictions are simlar
in magnitude to neasured val ues. The purpose of this paper is
summarize available information describing the performnce of
MPTER and to denonstrate how this information m ght be included
along with "best estimtes”™ from routine nodeling applications.
More specifically, this exercise is intended to: (1) summarize
the accuracy of the MPTER nodel in terms of bias and precision
usi ng rati os of nodel - based to measur ement - based desi gn
concentrations and, (2) denonstrate how nodel bias and precision
i nformati on may be used to assess t he probability of

attai nment/non-attai nnent for large S02 emtting sources.

Because of its inportance in determ ning NAAQS conpliance, this
analysis wll focus on the npbst significant statistic from a
regul atory perspective--the so called design concentration for
averagi ng periods consistent with existing S02 anbient standards.
Concept ual |l vy, the design concentration 1is determned as the
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maxi mum networ k-w de second hi ghest concentration. For purpose of
this analysis, the design concentration was calculated by.
statistical extrapolation in which the 25 highest concentrations
at each station are fit to an exponential frequency distribution.
Since the fitting process snmooths out the affect of potential
outliers the tail estimated design value is nore robust than the
hi ghest or second highest concentration. The | argest of these
extrapol ated second highest concentrations from anong the network
of nonitoring stations is used as the design concentration in all

subsequent cal cul ati ons.

The statistical measur e sel ect ed to characterize nodel
performance is sinply the ratio of the nodel-based to nonitor
based design concentration. This ratio is easy to interpret since
values of the ratio greater than one neasure the degree by which
t he nodel overpredicts while values that are |ess than one neasure
the degree by which the nodel underpredicts. This ratio was also
sel ected because it sinplifies <calculation of attainnment/non-
attai nment probabilities wusing "best estimtes" resulting from

MPTER.

Pr ocedur e

As i ndicated above, the bias of the nodel is directly estimted
as sinply the ratio of nodel-based to nonitor-based design
concentration. The concept and cal cul ation of nodel precision is
slightly nor e I nvol ved and requires further di scussi on
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Conceptual ly, nodel precision is nmeasured by the scatter of the
ratio of nodel -based to nonitor-based design concentration.
Scatter is typically calculated as the standard deviation although
in instances where the ratio appears to be log-normally

distributed, the 1log standard deviation is nore appropriate.

Cal culation of nodel precision requires know edge of the
probability distribution of the design value ratios. Since this
distribution is not easily obtained using classical statistical
met hods, the bootstrap procedure was wused to generate an
approximation to this distribution. The bootstrap, which has been
widely applied in air pollution analysis, is a resanpling nethod
in which the statistic (ratio) is regenerated a |arge nunber of
times. Using the bootstrap outcones, the standard deviation and

| og standard deviation is easily calcul ated.

The six model evaluation data bases used in the analysis
consisted of Clifty Creek (1975 and 1976), Muskingum River (1975
and 1976), Paradise (1976) and Kincaid (1980/1981). For each of
the data bases, approximtely one year of hourly SO2 neasurenents
and the associated hourly predictions for MTER are avail able.
For each data set the bootstrap procedure was applied to generate
100 trial years of observed and predicted concentrations. For
each trial year, the 3-hour and 24-hour design concentrations were
cal cul at ed. Usi ng these outconmes, the ratio of the predicted to
observed design concentration was determ ned.
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The results of these calculations indicate that the ratios
appear to be log-normally distributed. Thus it is appropriate to
define nodel precision as the standard deviation of the |logarithm
of the bootstrap ratios. Table | presents sunmary statistics for
each of the data bases including the bias ratio and |og standard

devi ation of the 3-hour and 24-hour rati os.

Model Bias
The question of nodel bias can be addressed at two |evels. (1)
I's there evi dence to suggest t hat MPTER overpredicts or

underpredicts either the 3-hour or 24-hour highest concentrations
for any of the data bases? (2) Wat is the best conposite
estimate of the bias of WMPTER anong the data bases and does it

indicate an overall tendency for either over or underprediction?

A quick answer to the first question can be obtained by
conparing the difference between the log of the actual ratio and
the log of the ideal ratio (1.00) wth the standard deviation of
the log ratios. For exanmple, for 3-hour averages at difty Creek
(1975), the ratio is 1.21 while the standard deviation for the 1|og
ratios S 0.17. The t est statistic resulting from this
cal culation (log(l.21)/0.17) is 1.1 which is sonewhat l ess than
1. 96, t he cl assi cal poi nt of signi ficance at t he 5 per cent
probability |evel. Another way of looking at this result is that
MPTER slightly overpredicts the neasured value ( by 21 percent);
however, this degree of over predi ction is wel | within t he
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uncertainty inherent in the calculated ratio.

Since the 3-hour and 24-hour ratios are not independent of each
ot her (positive correlation exists), it is nore appropriate to
t est the two averaging periods sinmultaneously. The chi-square
statistic is wused to test |If the tw observed ratios for 3-hour
averages (1.21) and 24-hour averages (0.86) are from an unbiased
ratio distribution wth means of 1.0 and «correlation coefficient
of 0.4. The results indicate a chi-square of only 3.4 which is
not significant at the 5 percent |evel. The results for the other
five data bases indicate that a detectable npdel bias exists only
for difty Creek (1976) and for Muski ngum Ri ver (1976) . For
Adifty Creek 1976, there is sone i ndi cation that the  3-hour
hi ghest values are significantly overpredicted while at Muski ngum
Ri ver 1976, there is sonme indication that the 24-hour hi ghest

val ues are significantly underpredicted.

To estimate the conposite bias anong the data bases, the
i ndi vi dual nmeasures  of bias (ratios) are conbined by weighting

each by the reciprocal of its variance. The bottom of Table 1

indicates the results of this calculation. For  3-hour hi ghest
concentrati ons, the conposite ratio is 1.09 wth conposite 1og
standard deviation of 0.06. Since the test statistic is small
(((log(1.09))/0.06 = 1.3), the bias statistic is wthin t he
estimated error limts. This my be interpreted to nean that over

the six data bases, MTER overpredicts by approximately 9 percent;



however, this degree of over predi ction is not statistically

significant. For 24- hour hi ghest concentrations, the conposite
ratio is O0.85. A simlar calculation using the observed ratio of
0.85 and standard devi ation of 0. 07 i ndi cat es a nodest but
significant overal | tendency for MPTER to underestimate  24-hour

hi ghest concentrations for these power plants.

Model Precision

The precision of the nodel is defined as the logarithm of the
standard devi ati on of t he boot strap ratios. Lar ge standard
deviations translate into large uncertainty in the Dbias rati o
while small standard deviations translate into snmall uncertainties
in this ratio. This wuncertainty can be quantified in the form of
confidence limts for the actual bias ratio. Table 2 presents the
actual ratio for each of the tw averaging periods and data bases
along with the 95 percent <confidence Ilimts for the ratio. To
develop table 2, it was assunmed that the logarithm of the ratios

is distributed normally wth mean equal to the |logarithm of the

act ual ratio. Thi s assunpti on was val i dat ed from vi sual
exam nation of log-normal plots for the 100 bootstrap ratios. The
confi dence [imts may be interpreted al ong with t he results

presented in table 1, as evidence of nodel bias (or Ilack of bias),

or as particul ar percentiles of the ratio distribution. For
exanpl e, the |ower and upper 95 percent confidence limts for
3-hour averages at difty GCreek for 1975 are 0.86 and 1. 69,



respectively. Since both the |ower and upper limt enconpass

1.00, there is no evidence to suggest significant nodel bias. The
confi dence limts for 3- hour aver ages at Adifty Cr eek (1975)
indicate overprediction while the confidence |Ilimts for 24- hour
averages at Muski ngum River (1976) indicate underprediction since
the value of 1.00 is not included wthin either pair of limts.
Not surprisingly, t hese confi dence limts are consi st ent with

results from applying t he Chi - square t est whi ch si mul t aneousl y
tested the assunption that 3-hour and 24 hour ratios were equal to

1.0.

Det ermi ni ng NAAQS Conpli ance Probabilities

Waile this wuse of precision is inmportant in assessing the
uncertainty of nodel performance neasures, it can also be wused for
estimating t he uncertainty of nodel - based concentrations. The
Calculation of Uncertainty (CUE) technique provides a nethod for
i ntegrating "best esti mat es” from t he nodel and nodel i ng
uncertainty to project the probability of NAAQS attai nment/ non-
attainment for specific large point sources. Sinmply stated, CUE
conbines the probability distribution of ratios wth the nodel
based desi gn concentration to esti mate t he probability
di stribution for noni t or - based desi gn concentrations. The
nmet hodology has only been tested in a site specific application
using the 1975 difty Creek npdel evaluation data base; however,

the principles are directly applicable to other plants for which



conpr ehensi ve  nodel evaluation data are avail able. Wiile a full
application of CUE is outside the scope of this analysis, the CUE
conput ati ons can be sinplified for illustration pur poses(**).
Cal cul ati on of t he probability of NAAQS attai nment requires
estimates of nodel bias and precision and the "best estimte" of
the design concentration for the source. Wth this information,

the probability of attainnent is calcul ated as:

PA = Probnorm( (| og(BR/ DV))/LSD)

wher e PA = Probability of Attaining the Standard
BR

Bias Ratio (Predicted/ Measured)

DV Rati o of Mdydel "Best Estimate" to Anmbi ent

St andar d

LSD = Log standard devi ati on of Ratios (Precision)

Probnorm = Normal Probability Function

(**) CUE uses the entire probability distribution of boot strap
ratios to conpute probability of at t ai nment and to derive

em ssi on limts consi st ent with prescri bed probability
[imts. Model bias and nodel preci sion, even when site
speci fic, may  not be sufficient to conpletely characterize

this probability distribution.



For illustration purposes, five values of the bias ratio are
assunmed including the specific conposite bias for 3-hour averages
(1.09), for 24- hour averages (0. 85) and for an unbi ased nodel
(1.00). The nodel -based design concentrations are expressed in
terms of the ratio of the “best estimate” to the Ilevel of the
anbi ent  standard. A range of values are assumed from 0.7 up
through 1.3. For nodel precision, a value of 0.20 is assuned
which is slightly larger than the values at each of the data bases
except Kincaid for which precision was sonmewhat | ar ger (0.29).

Results of these cal culations are sunmari zed in Table 3.

For a given 'best estimate", the probability of attainnment
increases as t he bi as ratio i ncreases t oward greater node
over predi cti on. For  exanpl e, consider the case when the "best
estimate" s exactly equal to the Ilevel of the standard (Dv=1.0).

Thi s exanpl e si mul at es t he situation wher e t he deci si on- maker
chooses an enmission limt such that the standard is just  Dbarely
achi eved. For a bias ratio of 0.85 (nodel wunderpzedicts by 15
percent), the actual probability of attainnent is only 21 percent.
For a bhias ratio  of exactly 1.00 (nodel is unbi ased), t he
probability of attainment is exactly 50 percent. For a bias ratio
of 1.09 (nodel overpredicts by 9 percent), the probability of

attai nment increases to 67 percent.

For a given bias ratio, the probability of attainnent decreases

as the "best estimate" increases. For exanple, consider the case



for which the nodel is unbiased (bias ratio=1.0). Wen the
emssion limt is such that the nodel "best estimate"” is 70
percent of the Ilevel of +the standard (Dv=0.7), the probability of
at t ai nnment is 96 percent. When the nodel "best esti mate” is
exactly equal to the standard the (Dv=l.0), the probability is
again exactly 50 percent. When the emssion |imt is such that
the nodel "best estimate" is 30 percent greater than the standard

(Dv=1.3), the probability of attainment 1is Jlowered to 9 percent.

The equation above can be reexpressed so that a fixed
probability of attainment wmy be specified and wused to calculate

the design value ratio consistent with that probability.

DV = BR*EXP(- LSD*Probit (PA))

whar e Probit = Inverse Hormal Probability function

Table 4 presents a sunmary of Design Value ratios for fixed
probability of attainment values ranging from SO percent through
95 percent. For exanple, if the nodel is assuned to be unbiased
(bias ratio=1.0) and the decision-maker wants to be at least 70
percent sure of attainment, then the emssion |imt for the source
must be such that the nodel "best estinmate" is 90 percent of the

anbi ent standard or | ess. | f the deci si on- maker requires the
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probability of attainnent to be at Ileast 95 percent, then the
emssion limt must be lowered such that the "best estimate" is 72

percent of the applicable standard.

limtations

The validity of these calculations is obviously limted by the

ext ent to whi ch t he conposite bi as and preci si on dat a are

applicable to other sources and environnental condi tions. For
sources with simlar operating conditions, st ack hei ght s and
nmet eor ol ogi cal regi mes, use of the accuracy information derived

from the data at these four power plants should be reasonably
val i d. Perhaps nore inportantly, it must be assumed that the
source being nodeled wll be operated in a manner consistent wth
the way the "best estimate" was derived. Since emssion |limts
traditionally est abl i shed usi ng nodel i ng are conservative
(constant  maxi mum em ssions, full | oad, etc), the probability of

attai nnent cal cul ated would al so tend to be conservati ve.

Sumary

The analysis of conprehensive data collected around four ngjor
S22 emtting power plants, i ndicates that EPA's MPTER nodel is
unbiased wth respect to 3-hour average design concentrations and
i ndi cates nodest but statistically significant under predi ctions  of
24-hour design concentrations. The best estimate of the conposite
bias of the nodel as neasured by the ratio of predicted to
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nmeasured values is 1.09 for 3-hour averages and 0.85 for 24-hour

aver ages.

Accurrul ated information about the bias and precision of the

MPTER nodel may be used to estimte the probability of attainnment

of anbient standards around large isolated sources. The sinple
procedure for cal cul ating this probability is based on t he
| ognhor nal distribution of nodel - based to rneasurenent-based design
value ratios. The only required inputs are nodel bi as, nodel
preci sion and the " best esti mat e" for t he NAAQS application.
Exanpl e cal cul ati ons i ndi cate t hat current practice of setting
emssion limts such that nodel “best estimtes" are just equal to
the level of the standards results in attainment probabilities

less than 50 percent for a nodel that wunderpredicts and over 50

per cent for a nodel t hat over predicts. More inportantly, t he
procedure mry be wused to establish an emssion limt that results
in achi evenent of t he anbi ent st andar ds with a predefi ned

probability |evel

12
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TABLE 2

Confidence Limits (95%) for the Ratio of MPTER Based
to Measurement Based Highest Concentration for
Rural Power Plants

3-Hour Averages 24-Hour Averages

Data Base Lower Ratio Upper Lower Ratio Upper
Clifty Creek ‘

(1975) u.86 1.21 1.69 v.64 _ 0.86 1.16
Clifty Creek ,

(1976) 1.07 1.45 1.97 0.81 1,09 1.47
Muskingum River

(1975) 0.94 1,25 1.67 0.77 1,12 1,63
Muskingum River ‘

(1976) 0.71 0.90 1.13 U.52 0.67 0.86
Parad%se

(1976) 0.7Y 1.07 1.44 0.55 0.78 1.1V
Kincaid

(198u/81) 0.37 0.65 1.15 u.44 u.74 1.26
Composite 0.97 1.09 - 1.23 0.74 0.85  0.98
Note: Confidence limits are based on 100 Bootstrap Replications. The limits

are centered on the actual ratio of MPTER-based to monitor-basea design
concentrations assuming a lognormal distribution of the bootstrap ratios.
The design concentration is calculated by fitting an exponential distri-
bution to the highest 25 values to minimize the effect of outliers. The
maximum design concentration from amony all the monitoring stations in
the network is used to determine the ratio.



- Table 3 -

Probability of Attainment of Ambient Standards for
Large SO, emitting Power Plants

Probability of Attainment (Percent)
Best }
Model Estimate Bias Ratio (Model/Monitor)
(oV) 0.50 0.85 1.00 1.09 '1.50
0.7 5 83 96 .99 100
0.8 1 62 87 94 10V
5 0.9 0 39 70 83 vy
1.0 U 21 50 67 vy
1.1 0 10 32 45 . 94
1.2 0 4 18 32 87
1.3 0 2 9 19 76
Note: - Assumes that the ratio of model based to measurement based

design concentrations is lognormally distributed with log
mean equal to the bias ratio and log standard deviation = U.20.
The “best estimate" (DV) is expressed as the ratio of the
model based design value to the level of the ambient standard.



~ Table 4
Model Based Design Values Required to Achieve
A Given Probability of Attainment For
Large SO2 Emitting Power Plants
Design Value (DV)
Probability of
Attainment Bias Ratio (Model/Monitor)
(percent) _
0.50 0.85 1.00 1.09 1.50
50 0.50 0.85 1.00 1.09 1,50
55 0.49 0.83 0.98 1.06 1.46
60 0.48 0.81 0.9 1,04 1.43
£ 65 0.46 0.79 0.93 1.01 1.39
e
70 0.45 0.77 0.90 0.98 1.35
75 0.44 0.74. u.87 0.95 1.31
80 v.42 0.72 U.85 0.92 1,27
85 0.41 0.69 0.81 0.89 1,22
90 : 0.39 0.66 0.77 u.84 1,16
ys - 0.36 U.61 0.72 0.78 1.08
Note: Assumes that the ratio of model based to measurement based

agesign concentrations is lognormally distributed with loy

mean equal to the bias ratio and log standard deviation = 0.20.
The “best estimate" (DV) is expressed as the ratio of the

model based design value to the level of the ambient standara.






