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Overview

This document provides technical supporting information for the 26 indicators that appear in the U.S.
Environmental Protection Agency’s (EPA’s) report, Climate Change Indicators in the United States, 2012.
EPA prepared this document to ensure that each indicator is fully transparent—so readers can learn
where the data come from, how each indicator was calculated, and how accurately each indicator
represents the intended environmental condition. EPA developed a standard documentation form, then
worked with data providers and reviewed the relevant literature to address the elements on the form as
completely as possible.

EPA’s documentation addresses 13 elements for each indicator:

Indicator description

Revision history

Data sources

Data availability

Data collection (methods)

Indicator derivation (calculation steps)

Quality assurance and quality control (QA/QC)
Comparability over time and space

Sources of uncertainty (and quantitative estimates if available)
10. Sources of variability (and quantitative estimates if available)
11. Statistical/trend analysis (if any has been conducted)

12. Data limitations

13. References

LN A WNRE

In addition to indicator-specific documentation, this appendix to the report summarizes the criteria that
EPA used to select indicators for inclusion in the original report, published in April 2010. This
documentation also describes the process EPA followed to select and develop those indicators that have
been added or substantially revised since the publication of EPA’s first version of this report. All
indicators included in the report met all of the selection criteria. Lastly, this document provides general
information on changes that have occurred since the 2010 version of the Climate Indicators in the
United States report.

EPA may update this technical documentation as new and/or additional information about these
indicators and their underlying data becomes available. Please contact EPA at:
climateindicators@epa.gov to provide any comments about this documentation.
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EPA’s Indicator Criteria

General Assessment Factors

When evaluating the quality, objectivity, and relevance of scientific and technical information, the
considerations that EPA typically takes into account can be characterized by five general assessment
factors:

e Soundness: The extent to which the scientific and technical procedures, measures, methods, or
models employed to generate the information are reasonable for, and consistent with, the
intended application.

e Applicability and utility: The extent to which the information is relevant for the Agency’s
intended use.

e Clarity and completeness: The degree of clarity and completeness with which the data,
assumptions, methods, quality assurance, sponsoring organizations, and analyses employed to
generate the information are documented.

e Uncertainty and variability: The extent to which the variability and uncertainty (quantitative
and qualitative) in the information or in the procedures, measures, methods, or models are

evaluated and characterized.

e Evaluation and review: The extent of independent verification, validation, and peer review of
the information or of the procedures, measures, methods, or models.

Criteria for Including Indicators in This Report

EPA used a set of 10 criteria to carefully select indicators for inclusion in Climate Change Indicators in
the United States, 2012. The following table introduces these criteria and describes how they relate to
the assessment factors listed above and the 13 elements in EPA’s indicator documentation form.

Trends over time Long-term data are available to show trends over 4. Data availability
time. These data are comparable across time and 5. Data collection
space. Indicator trends have appropriate 6. Indicator derivation

resolution for the data type.

! For more information about these assessment factors and their application, see: U.S. EPA. 2003. Science Policy
Council assessment factors: A summary of general assessment factors for evaluating the quality of scientific and
technical information. EPA 100/B-03/001.
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Actual observations

Broad geographic
coverage

Peer-reviewed data
(peer-review status
of indicator and
quality of
underlying source
data)

Uncertainty

Usefulness

Connection to
climate change

Transparent,
reproducible, and
objective

Understandable to
the public

The data consist of actual measurements
(observations) or derivations thereof. These
measurements are representative of the target
population.

Indicator data are national in scale or have
national significance. The spatial scale is
adequately supported with data that are
representative of the region/area.

Indicator and underlying data are sound. The
data are credible, reliable, and have been
published and peer-reviewed.

Information on sources of uncertainty is
available. Variability and limitations of the
indicator are understood and have been
evaluated.

Informs issues of national importance and
addresses issues important to human or natural
systems. Complements existing indicators.

Climate signal is evident among stressors. The

relationship to climate change is easily explained.

The data and analysis are scientifically objective
and methods are transparent. Biases, if known,
are documented, minimal, or judged to be
reasonable.

The data provide a straightforward depiction of
observations and are understandable to the
average reader.

Technical Documentation: EPA’s Indicator Criteria

5. Data collection

6. Indicator derivation
8. Comparability over time and
space

11. Statistical/ trend analysis

4. Data availability

5. Data collection

6. Indicator derivation
8. Comparability over time and
space

3. Data sources

4. Data availability

5. Data collection

6. Indicator derivation
7.QA/QC

11. Statistical/ trend analysis

5. Data collection

6. Indicator derivation

7. QA/QC

9. Sources of uncertainty

10. Sources of variability

11. Statistical/ trend analysis
12. Data limitations

6. Indicator derivation

6. Indicator derivation
10. Sources of variability

4. Data availability

5. Data collection

6. Indicator derivation
7.QA/QC

9. Sources of uncertainty
10. Sources of variability
12. Data limitations

6. Indicator derivation
12. Data limitations



Feasible to The indicator can be constructed or reproduced 3. Data sources

construct within the timeframe for developing the report. 4. Data availability
Data sources allow routine updates of the 5. Data collection
indicator for future reports. 6. Indicator derivation
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Process for Evaluating Indicators for the 2012 Report

EPA published the first edition of Climate Change Indicators in the United States in April 2010, featuring
24 indicators. In 2011, EPA began to develop a second edition using the following approach to identify
and develop a robust set of new and revised indicators for the report:

Identify and develop a list of candidate indicators.

Conduct initial research; screen against a subset of indicator criteria.
Conduct detailed research; screen against the full set of indicator criteria.
Select indicators for development.

Develop draft indicators.

Facilitate expert review of draft indicators.

Periodically re-evaluate indicators.

OmMmMoOO®>

In selecting and developing the climate change indicators included in this report, EPA fully complied with
the requirements of the Information Quality Act (also referred to as the Data Quality Act) and EPA’s
Guidelines for Ensuring and Maximizing the Quality, Objectivity, Utility, and Integrity of Information
Disseminated by the Environmental Protection Agency.’

The process for evaluating indicators is described in more detail below.

A: ldentify Candidate Indicators

EPA invited suggestions of new indicators from the public following the release of the April 2010 Climate
Change Indicators in the United States report, and continues to welcome suggestions at
climateindicators@epa.gov. In March 2011, EPA held a meeting of experts on climate change and
scientific communication to provide feedback on the first edition of the report. Meeting participants
assessed the merits of data in the report and provided suggestions for new content in the future.

Participants suggested a variety of concepts for new indicators and data sources for EPA to consider.
These suggestions can be broadly grouped into two categories:

e Additions: Completely new indicators.
e Revisions: Improving an existing indicator by adding or replacing metrics. These revisions would
involve obtaining new datasets and vetting their scientific validity.

Suggestions from the participants informed EPA’s investigation into candidate indicators for the
screening and selection process. As part of this process, existing indicators are re-evaluated as
appropriate to ensure they continue to function as intended and they meet EPA’s indicator criteria. The
process of identifying indicators also includes monitoring the scientific literature, availability of new
data, and eliciting expert review.

2 U.S. EPA. 2002. Guidelines for ensuring and maximizing the quality, objectivity, utility, and integrity of
information disseminated by the Environmental Protection Agency. EPA/260R-02-008.
http://www.epa.gov/quality/informationguidelines/documents/EPA InfoQualityGuidelines.pdf.
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B and C: Research and Screening

Indicator Criteria

EPA screened and selected indicators based on an objective, transparent process that considered the
scientific integrity of each proposed indicator, the availability of data, and the value of including the
proposed indicator in the report. Each candidate indicator was initially evaluated against fundamental
EPA selection criteria to assess whether or not it was reasonable to pursue for inclusion in the upcoming
report. These criteria included the peer-review status of the data, the accessibility of the underlying
data, the relevance and usefulness of the indicator, its ability to be understood by the public, and its
connection to climate change.

Tier 1 Criteria

e Peer-reviewed data

e Feasible to construct

e Usefulness

e Understandable to the public
e Connection to climate change

Tier 2 Criteria

e Transparent, reproducible, and objective
e Broad geographic range

e Actual observations

e Trends over time

e Indicator confidence

The distinction between Tier 1 and Tier 2 criteria is not intended to suggest that the one group is
necessarily more important than the other. Rather, EPA determined that a reasonable approach was to
consider which criteria must be met before proceeding further and to narrow the list of indicator
candidates before the remaining criteria were applied.

Screening Process

EPA researched and screened candidate indicators by creating and populating a database with all of the
suggested additions and revisions, then documented the extent to which each of these proposed
indicators met each of EPA’s criteria. EPA researched and screened in two main stages:

e Tier 1 screening: Indicators were scored high, moderate, or low against the Tier 1 criteria.
Indicators scoring high or moderate were researched further; indicators scoring low were
eliminated from consideration. Many of the suggestions ruled out at this stage were ideas that
could lead to viable indicators in the future, but did not yet have any published data.

e Tier 2 screening: Indicators deemed appropriate for additional screening were assessed against
the Tier 2 criteria. Based on the findings from the complete set of 10 criteria, the indicators
were again evaluated and scored high, moderate, or low based on the assessment team’s
judgment of whether EPA should consider adding them to the report.

Technical Documentation: Process for Evaluating Indicators for the 2012 Report 8



Information Sources

To assess each suggested indicator against the criteria, EPA reviewed the scientific literature using
numerous methods (including several online databases and search tools) to identify existing data
sources and peer-reviewed publications.

In cases where the candidate indicator was not associated with a well-defined metric, EPA conducted a
broader survey of the literature to identify the most frequently used metrics. For instance, an indicator
related to “community composition” (i.e., biodiversity) was suggested but it was unclear how this
variable might best be measured or represented by a metric.

To gather additional information, EPA contacted appropriate subject matter experts, including authors
of identified source material, existing data contributors, and collaborators.

D: Indicator Selection

Based on the results of Tier 2 screening, the most promising indicators for the report were developed
into proposed indicator summaries. EPA consulted the literature, subject matter experts, and online
databases to obtain data for each of these indicators. Upon acquiring sound data and technical
documentation, EPA prepared a set of possible graphical mockups for each indicator, along with a
summary table that described the proposed metric(s), data sources, limitations, and other relevant
information.

Summary information was reviewed by EPA technical staff, and then the indicator concepts that met the
screening criteria were formally approved for inclusion in the report.

E: Indicator Development

Approved new and revised indicators were then developed for the inclusion in the report. Graphics,
summary text, and technical documentation for all of the proposed new or revised indicators were
developed in general accordance with the established format for the original 24 indicators. One priority
during development was to make sure each indicator presented its information effectively to a non-
technical audience without misrepresenting the underlying source of information.

F: Internal and External Reviews

The complete indicator packages (graphics, summary text, and technical documentation) were subjected
to internal review, data provider/collaborator review, and an independent peer review.

Internal Review
The report contents were reviewed at various stages of development in accordance with EPA’s standard

review protocols for publications. This process included review from EPA technical staff and various
levels of management.

Technical Documentation: Process for Evaluating Indicators for the 2012 Report 9



Data Provider/Collaborator Review

Organizations and individuals who collected and/or compiled the data (e.g., the National Oceanic and
Atmospheric Administration and the U.S. Geological Survey) reviewed the report.

Independent Peer Review

The peer review of the report and technical supporting information followed the procedures in EPA’s
Peer Review Handbook, 3" Edition (EPA/100/B-06/002) for reports that do not provide influential
scientific information. The review was managed by a contractor under the direction of a designated EPA
peer review coordinator, who prepared a peer review plan, the scope of work for the review contract,
and the charge for the reviewers, but played no role in producing the draft report. Under the terms of
the peer review plan, the peer review consisted of 12 experts:

e Two experts in environmental indicators with no specific expertise in climate reviewed the
entire report.

e One general expert in the causes and effects of climate change reviewed the entire report.

e Nine subject matter experts each reviewed one chapter. Those experts had the following
expertise: greenhouse gas emissions and radiative forcing; climate science and meteorology;
measuring sea level; glaciers, ice sheets, and sea ice; heat-related mortality; forests and
agriculture; and hydrology.

Two of the 12 reviewers were statisticians; they followed a supplemental charge for statisticians, in
addition to the general charge for reviewers.

The peer review charge asked reviewers to provide detailed comments and to indicate whether the
report (or chapter) should be published (a) as-is, (b) with changes suggested by the review, (c) only after
a substantial revision necessitating a re-review, or (d) not at all. Eight reviewers answered (b). Four
answered (c) for at least one chapter, suggesting that alternative methods or data could be used for
certain indicators in the draft report. One expert reviewer noted several limitations to the heat-related
deaths indicator and suggested significant revisions to the indicator; a full-report reviewer also had
similar concerns about this indicator. In total the reviewers provided over 800 comments.

EPA revised the report to address all comments and prepared a spreadsheet to document the response
to each comment received. The revised report and EPA’s responses were then sent to six of the peer-
reviewers for re-review.

Four of the re-reviewers were satisfied with the revised draft. The reviewers of the heat-related deaths
indicator provided additional comments and noted that the authors should more clearly articulate
certain limitations of this indicator. In response, EPA made further revisions to more clearly document
the limitations of the heat-related deaths indicator and address peer-review concerns. The two
reviewers reviewed the indicator again and were satisfied with the revisions.

® U.S. EPA. 2006. Peer review handbook. Third edition. EPA 100/B-06/002.
http://www.epa.gov/peerreview/pdfs/peer review handbook 2006.pdf.
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G: Periodic Re-Evaluation of Indicators

The process of evaluating indicators includes monitoring the availability of newer data, eliciting expert
review, and assessing indicators in light of new science. For example, EPA determined that the
underlying methods for developing the Plant Hardiness Zone indicator that appeared in the first edition
of Climate Change Indicators in the United States (April 2010) had significantly changed, such that
updates to the indicator are no longer possible. Thus, EPA removed this indicator from the 2012 edition.
Re-evaluation of indicators occurs in the time between EPA publications of the report—about every two
to five years.

Summary of Changes to the 2012 Report

The table below highlights major changes made during development of the 2012 version of the report,
compared with the 2010 report.

Indicator Change Years of data | Most
(number of figures) added since | recent
2010 report | data
U.S. Greenhouse Gas Emissions (3) 2 2010
Global Greenhouse Gas Emissions (3) 3 2008
Atmospheric Concentrations of Added more halogenated gases 2 2011
Greenhouse Gases (4)
Climate Forcing (1) 3 2011
U.S. and Global Temperature (3) 2 2011
High and Low Temperatures (formerly Expanded with new metrics 3 2012
Heat Waves) (4)
U.S. and Global Precipitation (3) 2 2011
Heavy Precipitation (2) 3 2011
Drought (2) Expanded with new metric 2 2011
Tropical Cyclone Activity (formerly Expanded with new metric 2 2011
Tropical Cyclone Intensity) (3)
Ocean Heat (1) 3 2011
Sea Surface Temperature (1) New example map 2 2011
Sea Level (2) New satellite-based data source 3 2011
Ocean Acidity (2) Replaced map with new metric 7 2012
Arctic Sea Ice (2) Expanded with new metric 3 2012
Glaciers (2) New global data source 2 2010
Lake Ice (3) 10 2010
Snowfall (2) New indicator 2011
Snow Cover (2) Expanded with new metric 3 2011
Snowpack (1) 2000
Streamflow (3) New indicator 2009
Ragweed Pollen Season (1) New indicator 2011
Length of Growing Season (3) 9 2011
Leaf and Bloom Dates (2) Based on new analytical method 2 2010
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Indicator Change Years of data | Most

added since recent
2010 report | data

(number of figures)

Bird Wintering Ranges (2) 2005

Heat-Related Deaths (1) Expanded with new metric and 2009
example graphic

Plant Hardiness Zones (2) Discontinued 2006

Discontinued Indicators

Plant Hardiness Zones; Discontinued in April 2012

Reason for Discontinuation:

This indicator compared the U.S. Department of Agriculture’s (USDA’s) 1990 Plant Hardiness Zone Map
(PHZM) with a 2006 PHZM that the Arbor Day Foundation compiled using similar methods. USDA
developed” and published a new PHZM in January 2012, reflecting more recent data as well as the use of
better analytical methods to delineate zones between weather stations, particularly in areas with
complex topography (e.g., many parts of the West). Because of the differences in methods, it is not
appropriate to compare the original 1990 PHZM with the new 2012 PHZM to assess change, as many of
the apparent zone shifts would reflect improved methods rather than actual temperature change.
Further, USDA cautioned users against comparing the 1990 and 2012 PHZMs and attempting to draw
any conclusions about climate change from the apparent differences.

For these reasons, EPA chose to discontinue the indicator. EPA will revisit this indicator in the future if
USDA releases new editions of the PHZM that allow users to examine changes over time.

For more information about USDA’s 2012 PHZM, see: http://planthardiness.ars.usda.gov/PHZMWeb/.
The original version of this indicator as it appeared in EPA’s 2010 report can be found at:
www.epa.gov/climatechange/indicators/download.html.

4 Daly, C., M.P. Widrlechner, M.D., Halbleib, J.I., Smith, and W.P. Gibson. 2012. Development of a new USDA Plant
Hardiness Zone Map for the United States. Journal of Applied Meteorology and Climatology 51:242-264.
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U.S. Greenhouse Gas Emissions

Identification

1. Indicator Description

This indicator describes emissions of greenhouse gases in the United States and its territories between
1990 and 2010. This indicator reports emissions of greenhouse gases (GHGs) according to their global
warming potential, a measure of how much a given amount of the GHG is estimated to contribute to
global warming over a selected period of time. For the purposes of comparison, global warming
potential values are given in relation to carbon dioxide (CO,) and are expressed in terms of CO,
equivalents.

Components of this indicator include:

e U.S. GHG emissions by gas (Figure 1)
e U.S. GHG emissions and sinks by economic sector (Figure 2)
e U.S. GHG emissions per capita and per dollar of GDP (Figure 3)

2. Revision History

April 2010: Indicator posted
December 2011: Updated with data through 2009
April 2012: Updated with data through 2010

Data Sources

3. Data Sources

This indicator uses data and analysis from EPA’s Inventory of U.S. Greenhouse Gas Emissions and Sinks
(U.S. EPA, 2012), an assessment of the anthropogenic sources and sinks of GHGs for the United States
and its territories for the period from 1990 to 2010.

4. Data Availability

The complete U.S. GHG inventory is published annually, and the version used to prepare this indicator is
publicly available at: www.epa.gov/climatechange/ghgemissions/usinventoryreport.html (U.S. EPA,
2012). The figures in this indicator are taken from the following figures and tables in the inventory
report:

e Figure 1 (emissions by gas): Figure ES-1/Table ES-2

e Figure 2 (emissions by economic sector): Figure ES-13/Table ES-7

e Figure 3 (emissions per capita and per dollar gross domestic product [GDP]): Figure ES-15/Table
ES-9
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The inventory report itself does not present data for the years 1991-1994, 1996—-1999, or 2001-2004
due to space constraints. However, data for these years can be obtained by contacting EPA’s Climate
Change Division (www.epa.gov/climatechange/contactus.html).

Figure 3 includes trends in population and real GDP. EPA obtained population data from the U.S. Census
Bureau. These data are publicly available from the Census Bureau’s International Data Base at:
www.census.gov/population/international/. EPA obtained GDP data from the U.S. Department of
Commerce, Bureau of Economic Analysis. These data are publicly available from the Bureau of Economic
Analysis website at: www.bea.gov/national/index.htm#gdp.

Methodology

5. Data Collection

This indicator uses data directly from the Inventory of U.S. Greenhouse Gas Emissions and Sinks (U.S.
EPA, 2012). The inventory presents estimates of emissions derived from direct measurements,
aggregated national statistics, and validated models. Specifically, this indicator focuses on the six long-
lived greenhouse gases currently covered by agreements under the United Nations Framework
Convention on Climate Change (UNFCCC). These compounds are CO,, methane (CH,), nitrous oxide
(N,0), selected hydrofluorocarbons (HFCs), selected perfluorocarbons (PFCs), and sulfur hexafluoride
(SFe).

The emission and source activity data used to derive the emission estimates are described thoroughly in
EPA’s inventory report. The scientifically approved methods can be found in the Intergovernmental
Panel on Climate Change’s (IPCC’s) GHG inventory guidelines (www.ipcc-
nggip.iges.or.jp/public/gl/invs1.htm) (IPCC, 2006) and in IPCC’s “Good Practice Guidance and
Uncertainty Management in National Greenhouse Gas Inventories” (www.ipcc-
nggip.iges.or.jp/public/gp/english/) (IPCC, 2000). More discussion of the sampling and data sources
associated with the inventory can be found at: www.epa.gov/climatechange/ghgemissions/ .

The U.S. GHG inventory provides a thorough assessment of the anthropogenic emissions by sources and
removals by sinks of GHGs for the United States from 1990 to 2010. Although the inventory is intended
to be comprehensive, certain identified sources and sinks have been excluded from the estimates (e.g.,
CO, from burning in coal deposits and waste piles, CO, from natural gas processing). Sources are
excluded from the inventory for various reasons, including data limitations or a lack of thorough
understanding of the emission process. The United States is continually working to improve upon the
understanding of such sources and seeking to find the data required to estimate related emissions. As
such improvements are made, new emission sources are quantified and included in the inventory. For a
complete list of excluded sources, see Annex 5 of the U.S. GHG inventory report
(www.epa.gov/climatechange/ghgemissions/usinventoryreport.html).

Figure 3 of this indicator compares emission trends with trends in population and U.S. gross domestic
product (GDP). Population data were collected by the U.S. Census Bureau. For this indicator, EPA used
midyear estimates of the total U.S. population. GDP data were collected by the U.S. Department of
Commerce, Bureau of Economic Analysis. For this indicator, EPA used real GDP in chained 2005 dollars,
which means the numbers have been adjusted for inflation. See:
www.census.gov/population/international/ for the methods used to determine midyear population
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estimates for the United States. See: www.bea.gov/methodologies/index.htm#national meth for the
methods used to determine GDP.

6. Indicator Derivation

The U.S. GHG inventory was constructed following scientific methods that can be found in the
Intergovernmental Panel on Climate Change’s (IPCC’s) Guidelines for National Greenhouse Gas
Inventories (IPCC, 2006) and in IPCC’s Good Practice Guidance and Uncertainty Management in National
Greenhouse Gas Inventories (IPCC, 2000). EPA’s annual inventory reports and IPCC’s inventory
development guidelines have been extensively peer reviewed and are widely viewed as providing
scientifically sound representations of GHG emissions.

The U.S. GHG inventory is not based on a specific sampling plan or analytical procedures per se.
However, U.S. EPA (2012) provides a complete description of methods and data sources that allowed
EPA to calculate GHG emissions for the various industrial sectors and source categories. Further
information on the inventory design can be obtained by contacting EPA’s Climate Change Division
(www.epa.gov/climatechange/contactus.html).

The inventory covers U.S. data for the years 1990 to 2010, and no attempt has been made to
incorporate other locations or project data forward or backward from this time window. Some degree of
extrapolation and interpolation was needed to develop comprehensive estimates of emissions in a few
sectors and sink categories, but in most cases, observations and estimates from the year in question
were sufficient to generate the necessary data points.

This indicator reports trends exactly as they appear in EPA’s GHG inventory (U.S. EPA, 2012). The
indicator presents emission data in units of million metric tons of CO, equivalents, which are
conventionally used in GHG inventories prepared worldwide because they adjust for the various global
warming potentials of different gases. This analysis reflects the use of 100-year global warming
potentials.

Figure 1.U.S. Greenhouse Gas Emissions by Gas, 1990-2010

EPA plotted total emissions for each gas, not including the influence of sinks, which would be difficult to
interpret in a breakdown by gas. EPA combined the emissions of HFCs, PFCs, and SFg into a single
category so the magnitude of these emissions would be visible in the graph.

Figure 2. U.S. Greenhouse Gas Emissions and Sinks by Economic Sector, 1990-2010

EPA converted a line graph in the original inventory report (U.S. EPA, 2012) into a stacked area graph
showing emissions by economic sector. U.S. territories are treated as a separate sector in the inventory

report, and because territories are not an economic sector in the truest sense of the word, they have
been excluded from this part of the indicator. Unlike Figure 1, Figure 2 includes sinks below the x-axis.
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Figure 3. U.S. Greenhouse Gas Emissions per Capita and per Dollar of GDP, 1990-2010

EPA determined emissions per capita and emissions per unit of real GDP using simple division. In order
to show all four trends (population, GDP, emissions per capita, and emissions per unit GDP) on the same
scale, EPA normalized each trend to an index value of 100 for the year 1990.

7. Quality Assurance and Quality Control

Quality assurance and quality control (QA/QC) have always been an integral part of the U.S. national
system for inventory development. EPA and its partner agencies have implemented a systematic
approach to QA/QC for the annual U.S. GHG inventory, following procedures that have been formalized
in accordance with a QA/QC plan and the UNFCCC reporting guidelines. Those interested in
documentation of the various QA/QC procedures should send such queries to EPA’s Climate Change
Division (www.epa.gov/climatechange/contactus.html).

Analysis

8. Comparability Over Time and Space

The GHG emissions data presented in this indicator are viewed as being highly comparable over time
and space.

9. Sources of Uncertainty

Some estimates, such as those for CO, emissions from energy-related activities and cement processing,
are considered to have low uncertainties. For some other categories of emissions, however, a lack of
data or an incomplete understanding of how emissions are generated increases the uncertainty
associated with the estimates presented.

Recognizing the benefit of conducting an uncertainty analysis, the UNFCCC reporting guidelines follow
the recommendations of IPCC (2000) and require that countries provide single point uncertainty
estimates for many sources and sink categories. The U.S. GHG inventory (U.S. EPA, 2012) provides a
gualitative discussion of uncertainty for all sources and sink categories, including specific factors
affecting the uncertainty surrounding the estimates. Most sources also have a quantitative uncertainty
assessment in accordance with the new UNFCCC reporting guidelines. Thorough discussion of these
points can be found in U.S. EPA (2012). Note that Annex 7 of the inventory publication is devoted
entirely to uncertainty in the inventory estimates.

For a general idea of the degree of uncertainty in U.S. emission estimates, WRI (2011) provides the
following information: “Using IPCC Tier 2 uncertainty estimation methods, EIA (2002) estimated
uncertainties surrounding a simulated mean of CO, (-1.4% to 1.3%), CH, (-15.6% to 16%), and N,O (-
53.5% to 54.2%). Uncertainty bands appear smaller when expressed as percentages of total estimated
emissions: CO, (-0.6% to 1.7%), CH, (-0.3% to 3.4%), and N,O (-1.9% to 6.3%).”

Overall, these sources of uncertainty are not expected to have a considerable impact on this indicator’s

conclusions. Even considering the uncertainties of omitted sources and lack of precision in known and
estimated sources, this indicator provides a generally accurate picture of aggregate trends in GHG
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emissions over time, and hence the overall conclusions inferred from the data are solid. The U.S. GHG
inventory represents the most comprehensive and reliable data set available to characterize GHG
emissions in the United States.

10.Sources of Variability

Within each sector (e.g., electricity generation), GHG emissions can vary considerably across the
individual point sources, and many factors contribute to this variability (e.g., different production levels,
fuel type, air pollution controls). EPA’s inventory methods account for this variability among individual
emission sources.

11. Statistical/Trend Analysis

This indicator presents a time series of national emissions estimates. No special statistical techniques or
analyses were used to characterize the long-term trends or their statistical significance.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. This indicator does not yet include emissions of GHGs or other radiatively important substances
that are not explicitly covered by the UNFCCC and its subsidiary protocol. Thus, it excludes such
gases as those controlled by the Montreal Protocol and its Amendments, including
chlorofluorocarbons and hydrochlorofluorocarbons. Although the United States reports the
emissions of these substances as part of the U.S. GHG inventory (see Annex 6.2 of U.S. EPA
[2012]), the origin of the estimates is fundamentally different from those of the other GHGs, and
therefore these emissions cannot be compared directly with the other emissions discussed in
this indicator.

2. This indicator does not include aerosols and other emissions that affect radiative forcing and
that are not well-mixed in the atmosphere, such as sulfate, ammonia, black carbon, and organic
carbon. Emissions of these compounds are highly uncertain and have qualitatively different
effects from the six types of emissions in this indicator.

3. This indicator does not include emissions of other compounds—such as carbon monoxide,
nitrogen oxides, nonmethane volatile organic compounds, and substances that deplete the
stratospheric ozone layer—that indirectly affect the Earth’s radiative balance (for example, by
altering GHG concentrations, changing the reflectivity of clouds, or changing the distribution of
heat fluxes).

4. The U.S. GHG inventory does not account for “natural” emissions of GHGs from sources such as
wetlands, tundra soils, termites, and volcanoes. These excluded sources are discussed in Annex
5 of the U.S. GHG inventory (U.S. EPA, 2012). The “land use,” “land-use change,” and “forestry”
categories in U.S. EPA (2012) do include emissions from changes in the forest inventory due to
fires, harvesting, and other activities, as well as emissions from agricultural soils.
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Global Greenhouse Gas Emissions

Identification

1. Indicator Description

This indicator describes emissions of greenhouse gases (GHGs) worldwide since 1990. Tracking GHG
emissions worldwide provides a context for understanding the United States’ role in addressing climate
change.

Components of this indicator include:

e Global GHG emissions by gas (Figure 1)
e Global GHG emissions by sector (Figure 2)
e Global GHG emissions by regions of the world (Figure 3)

2. Revision History
April 2010: Indicator posted

December 2011: Updated with new and revised data points
April 2012: Updated with revised data points

Data Sources

3. Data Sources

This indicator is based on data from the World Resources Institute’s (WRI’s) Climate Analysis Indicators
Tool (CAIT), a database of anthropogenic sources and sinks of GHGs worldwide. CAIT has compiled data
from a variety of GHG emission inventories. In general, a GHG emission inventory consists of estimates
derived from direct measurements, aggregated national statistics, and validated models. EPA obtained
data from CAIT Version 9.0.

4. Data Availability

All indicator data can be obtained from the WRI CAIT database at: http://cait.wri.org. These data are
available to the public, but users must register (at no charge) to receive full access. CAIT includes
documentation that describes the various data fields and their sources.

CAIT compiles data from a variety of other databases and inventories, including products from EPA, the
U.S. Carbon Dioxide Information Analysis Center (CDIAC), and the International Energy Agency. Many of
these original data sources are publicly available. For information on all the sources used to populate
the CAIT database, see WRI (2011a). For a list of data sources by country, by gas, and by source or sink
category, see: http://cait.wri.org/cait.php?page=notes&chapt=2. Data for this particular indicator were
compiled by WRI largely from the following sources:

e Bodenetal. (2011)
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e EIA(2011)

e European Commission et al. (2009)
e |EA(2010)

e U.S. EPA (2006)

The figures in this indicator are taken from the following reports within CAIT:

e Figure 1 (emissions by gas): “Compare Gases” analysis.

e Figure 2 (emissions by sector): “Compare Sectors” analysis.

e Figure 3 (carbon dioxide [CO,] emissions by region): “GHG Emissions” indicator = “Yearly
Emissions” (customize “Countries & Regions” to display data by continent). See:
http://cait.wri.org/cait.php?page=notes&chapt=3 for a listing of which countries belong to each
region. Note that EPA combined a few regions as described in Section 6.

Methodology

5. Data Collection

This indicator focuses on emissions of the six compounds or groups of compounds currently covered by
agreements under the United Nations Framework Convention on Climate Change (UNFCCC). These
compounds are CO,, methane (CH,), nitrous oxide (N,0), selected hydrofluorocarbons (HFCs), selected
perfluorocarbons (PFCs), and sulfur hexafluoride (SFg). This indicator presents emission data in units of
million metric tons of CO, equivalents. These units are conventionally used in GHG inventories prepared
worldwide because they adjust for the different global warming potentials of different gases.

The data originally come from a variety of GHG inventories. Some have been prepared by national
governments; others by international agencies. Data collection techniques (e.g., survey design) vary
depending on the source or parameter. Although the CAIT database is intended to be comprehensive,
the organizations that develop inventories are continually working to improve their understanding of
emission sources and how best to quantify them.

Inventories often use some degree of extrapolation and interpolation to develop comprehensive
estimates of emissions in a few sectors and sink categories, but in most cases, observations and
estimates from the year in question were sufficient to generate the necessary data points.

GHG inventories are not based on specific sampling plans per se. However, documents are available that
describe how most inventories have been constructed. For example, U.S. EPA (2012) describes all the
procedures used to estimate GHG emissions for EPA’s annual U.S. inventory. See the Intergovernmental
Panel on Climate Change’s (IPCC’s) GHG inventory guidelines (IPCC, 2006) and IPCC’s Good Practice
Guidance and Uncertainty Management in National Greenhouse Gas Inventories (IPCC, 2000) for
additional guidance that many countries and organizations follow when constructing GHG inventories.

6. Indicator Derivation

This indicator reports selected metrics from WRI’s CAIT database, which compiles data from the most
reputable GHG inventories around the world. WRI (2011b) provides an overview of how the CAIT
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database was constructed, and WRI (2011a) describes the data sources and methods used to populate
the database. WRI’s role is largely to assemble data from other sources, all of which have been critically
reviewed. As a result, the totals reported in CAIT are consistent with other compilations such as a
European tool called the Emissions Database for Global Atmospheric Research (EDGAR)
(http://edgar.jrc.ec.europa.eu/index.php), which has been cited in reports by IPCC. EDGAR and CAIT
share many of the same underlying data sources.

The most comprehensive estimates are available beginning in 1990. Global emission estimates for CO,
are available annually through 2008, while global estimates for gases other than CO, are available only
at five-year intervals through 2005. Thus, Figures 1 and 2 (which show all GHGs) plot values for 1990,
1995, 2000, and 2005. WRI and EPA made no attempt to interpolate estimates for the interim years.

All three figures in this indicator include emissions due to international transport (i.e., aviation and
maritime bunker fuel). These emissions are not included in the U.S. Greenhouse Gas Emissions indicator
because they are international by nature, and not necessarily reflected in individual countries’ emission
inventories.

The three figures do not include estimates of emissions associated with LULUCF. Although global
estimates are available for this sector, different estimates vary widely, and they have much greater
uncertainties than many of the other sectors that this indicator covers.

The indicator presents emission data in units of million metric tons of CO, equivalents, which are
conventionally used in GHG inventories prepared worldwide because they adjust for the various global
warming potentials of different gases. This analysis reflects the use of 100-year global warming
potentials.

Figure 1. Global Greenhouse Gas Emissions by Gas, 1990-2005

EPA plotted total emissions for each gas, combining the emissions of HFCs, PFCs, and SFg into a single
category so the magnitude of these emissions would be visible in the graph. EPA formatted the graph as
a series of stacked columns instead of a continuous stacked area because complete estimates for all
gases are available only every five years, and it would be misleading to suggest that information is
known about trends in the interim years.

Figure 2. Global Greenhouse Gas Emissions by Sector, 1990-2005

EPA plotted total GHG emissions by IPCC sector. IPCC sectors are different from the sectors used in
Figure 2 of the U.S. Greenhouse Gas Emissions indicator, which uses an economic sector breakdown that
is not available on a global scale. EPA formatted the graph as a series of stacked columns instead of a
continuous stacked area because complete estimates for all gases are available only every five years,
and it would be misleading to suggest that information is known about trends in the interim years.

Figure 3. Global Carbon Dioxide Emissions by Region, 1990—-2008
In order to show data at more than four points in time, EPA elected to display emissions by region for
CO, only, as CO, emission estimates are available with annual resolution. EPA performed simple math to

ensure that no emissions were double-counted across the regions. Specifically, EPA subtracted U.S.
totals from North American totals, leaving “Other North America” as a separate category. EPA combined
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a few regions for the graphic: “Other North America” also includes Central America and the Caribbean,
and “Africa and the Middle East” includes North Africa as well as Sub-Saharan Africa.

Indicator Development

In the course of developing and revising this indicator, EPA considered data from a variety of sources,
including WRI’s CAIT (http://cait.wri.org) and EDGAR (http://edgar.jrc.ec.europa.eu/index.php). EPA
compared data obtained from CAIT and EDGAR for global carbon dioxide emissions, and found the two
data sources were highly comparable (differences of less than 2 percent for all years). EPA also
compared emissions associated with land use, land-use change, and forestry (LULUCF) from both CAIT
and EDGAR, and found much larger differences that depended on the source and how it characterized
certain types of LULUCF emissions. Because of these differences and the larger uncertainties associated
with the LULUCF sector on a global scale, EPA chose not to include the LULUCF sector in any of the
figures for this indicator.

For the purposes of CAIT, WRI essentially serves as a secondary compiler of global emissions data,
drawing on internationally recognized inventories from government agencies and using extensively
peer-reviewed datasets. EPA has determined that WRI does not perform additional interpolations on
the data but rather makes certain basic decisions in order to allocate emissions to certain countries (e.g.,
in the case of historical emissions from Soviet republics). These methods are described in CAIT’s
supporting documentation, which EPA carefully reviewed to assure the credibility of the source.

7. Quality Assurance and Quality Control

Quality assurance and quality control (QA/QC) documentation is not explicitly provided with the full
CAIT database, but many of the contributing sources have documented their QA/QC procedures. For
example, EPA and its partner agencies have implemented a systematic approach to QA/QC for the
annual U.S. GHG inventory, following procedures that have recently been formalized in accordance with
a QA/QC plan and the UNFCCC reporting guidelines. Those interested in documentation of the various
QA/QC procedures for the U.S. inventory should send such queries to EPA’s Climate Change Division
(www.epa.gov/climatechange/contactus.html). QA/QC procedures for other sources can generally be
found in the documentation that accompanies the sources cited in Section 4.

Analysis

8. Comparability Over Time and Space

Some inventories have been prepared by national governments; others by international agencies. Data
collection techniques (e.g., survey design) vary depending on the source or parameter. To the extent
possible, inventories follow a consistent set of best practice guidelines described in IPCC (2000, 2006).

9. Sources of Uncertainty

In general, all emission estimates will have some inherent uncertainty. Estimates of CO, emissions from
energy-related activities and cement processing are often considered to have the lowest uncertainties,
but even these data can have errors as a result of uncertainties in the numbers from which they are

derived, such as national energy use data. In contrast, estimates of emissions associated with land use,
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land-use change, and forestry may have particularly large uncertainties, which is why this sector has
been excluded from EPA’s indicator. Uncertainties are generally larger for non-CO, gases.

WRI (2011a) provides the following information about uncertainty in U.S. emissions: “Using IPCC Tier 2
uncertainty estimation methods, EIA (2002) estimated uncertainties surrounding a simulated mean of
CO, (-1.4% to 1.3%), CH, (-15.6% to 16%), and N,O (-53.5% to 54.2%). Uncertainty bands appear smaller
when expressed as percentages of total estimated emissions: CO, (-0.6% to 1.7%), CH, (-0.3% to 3.4%),
and N,O (-1.9% to 6.3%).”

Uncertainties are expected to be greater in developing countries, due in some cases to varying quality of
underlying activity data and uncertain emission factors (WRI, 2011a).

For specific information about uncertainty, users should refer to documentation from the individual data
sources cited in Section 4. Uncertainty estimates are available from the underlying national inventories
in some cases, in part because the UNFCCC reporting guidelines follow the recommendations of IPCC
(2000) and require countries to provide single point uncertainty estimates for many sources and sink
categories. For example, the U.S. GHG inventory (U.S. EPA, 2012) provides a qualitative discussion of
uncertainty for all sources and sink categories, including specific factors affecting the uncertainty
surrounding the estimates. Most sources also have a quantitative uncertainty assessment in accordance
with the new UNFCCC reporting guidelines. Thorough discussion of these points can be found in U.S.
EPA (2012). Note that Annex 7 of EPA’s inventory publication is devoted entirely to uncertainty in the
inventory estimates.

Uncertainty is not expected to have a considerable impact on this indicator’s conclusions. Uncertainty is
indeed present in all emission estimates, in some cases to a great degree—especially for non-CO, gases
in developing countries. At an aggregate global scale, however, this indicator accurately depicts the
overall direction and magnitude of GHG emission trends over time, and hence the overall conclusions
inferred from the data are solid.

10.Sources of Variability

On a national or global scale, year-to-year variability in GHG emissions can arise from a variety of factors
such as economic conditions, fuel prices, and government actions. Overall, variability is not expected to
have a considerable impact on this indicator’s conclusions.

11. Statistical/Trend Analysis

This indicator does not report on the slope of the apparent trends in global GHG emissions, nor does it
calculate the statistical significance of these trends. The “Key Points” describe percentage change
between 1990 and the most recent year of data—an endpoint-to-endpoint comparison, not necessarily
a trend line of best fit.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:
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1. This indicator does not yet include emissions of GHGs or other radiatively important substances
that are not explicitly covered by the UNFCCC and its subsidiary protocol. Thus, it excludes such
gases as those controlled by the Montreal Protocol and its Amendments, including
chlorofluorocarbons and hydrochlorofluorocarbons. Although some countries report emissions
of these substances, the origin of the estimates is fundamentally different from those of other
GHGs, and therefore these emissions cannot be compared directly with the other emissions
discussed in this indicator.

5. This indicator does not include aerosols and other emissions that affect radiative forcing and
that are not well-mixed in the atmosphere, such as sulfate, ammonia, black carbon, and organic
carbon. Emissions of these compounds are highly uncertain and have qualitatively different
effects from the six types of emissions in this indicator.

6. This indicator does not include emissions of other compounds—such as carbon monoxide,
nitrogen oxides, nonmethane volatile organic compounds, and substances that deplete the
stratospheric ozone layer—which indirectly affect the Earth’s radiative balance (for example, by
altering GHG concentrations, changing the reflectivity of clouds, or changing the distribution of
heat fluxes).

7. This indicator does not account for emissions associated with land use, land-use change, and
forestry.

8. This indicator does not account for “natural” emissions of GHGs, such as from wetlands, tundra
soils, termites, and volcanoes.

9. Global emission data for non-CO, GHGs are available only at five-year intervals. Thus, Figures 1
and 2 show data for only four points in time: 1990, 1995, 2000, and 2005.
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Atmospheric Concentrations of Greenhouse Gases
I ———

Identification

1. Indicator Description

This indicator describes how the levels of major greenhouse gases (GHGs) in the atmosphere have
changed over geological time and in recent years. Changes in atmospheric GHGs, in part caused by
human activities, affect the amount of energy held in the Earth-atmosphere system and thus affect the
Earth’s climate.

Components of this indicator include:

e Global atmospheric concentrations of carbon dioxide over time (Figure 1)

e Global atmospheric concentrations of methane over time (Figure 2)

e Global atmospheric concentrations of nitrous oxide over time(Figure 3)

e Global atmospheric concentrations of selected halogenated gases over time (Figure 4)

2. Revision History

April 2010: Indicator posted

December 2011: Updated with data through 2010
May 2012: Updated with data through 2011

July 2012: Added nitrogen trifluoride to Figure 4

Data Sources

3. Data Sources

Ambient concentration data used to develop this indicator were taken from the following sources:
Figure 1. Global Atmospheric Concentrations of Carbon Dioxide Over Time

e EPICA Dome C, Antarctica: approximately 647,426 BC to 411,548 BC—Siegenthaler et al. (2005)

e Vostok Station, Antarctica: approximately 415,157 BC to 339 BC—Barnola et al. (2003)

e EPICA Dome C, Antarctica: approximately 9002 BC to 1515 AD—Fliickiger et al. (2002)

e Law Dome, Antarctica, 75-year smoothed: approximately 1010 AD to 1975 AD—Etheridge et al.
(1998)

e Siple Station, Antarctica: approximately 1744 AD to 1953 AD—Neftel et al. (1994)

e Mauna Loa, Hawaii: 1959 AD to 2011 AD—NOAA (2012a)

e Barrow, Alaska: 1974 AD to 2011 AD; Cape Matatula, American Samoa: 1976 AD to 2011 AD;
South Pole, Antarctica: 1976 AD to 2011 AD—NOAA (2012c)

e Cape Grim, Australia: 1992 AD to 2006 AD; Shetland Islands, Scotland: 1993 AD to 2002 AD—
Steele et al. (2007)
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e lLampedusa Island, Italy: 1993 AD to 2000 AD—Chamard et al. (2001)
Figure 2. Global Atmospheric Concentrations of Methane Over Time

e EPICA Dome C, Antarctica: approximately 646,729 BC to 1888 AD—Spahni et al. (2005)

e Vostok Station, Antarctica: approximately 415,172 BC to 346 BC—Petit et al. (1999)

e Greenland GISP2 ice core: approximately 87,798 BC to 8187 BC; Byrd Station, Antarctica:
approximately 85,929 BC to 6748 BC; Greenland GRIP ice core: approximately 46,933 BC to 8129
BC—Blunier and Brook (2001)

e EPICA Dome C, Antarctica: approximately 8945 BC to 1760 AD—Fl{ickiger et al. (2002)

e Law Dome, Antarctica: approximately 1008 AD to 1980 AD; various Greenland locations:
approximately 1075 AD to 1885 AD—Etheridge et al. (2002)

e Greenland Site J: approximately 1598 AD to 1951 AD—WDCGG (2005)

e Cape Grim, Australia: 1984 AD to 2010 AD—NOAA (2011b)

e Mauna Loa, Hawaii: 1987 AD to 2011 AD—NOAA (2012b)

e Shetland Islands, Scotland: 1993 AD to 2001 AD—Steele et al. (2002)

Figure 3. Global Atmospheric Concentrations of Nitrous Oxide Over Time

e Greenland GISP2 ice core: approximately 104,301 BC to 1871 AD; Taylor Dome, Antarctica:
approximately 30,697 BC to 497 BC—Sowers et al. (2003)

e EPICA Dome C, Antarctica: approximately 9000 BC to 1780 AD—Fl{ickiger et al. (2002)

e Antarctica: approximately 1756 AD to 1964 AD—Machida et al. (1995)

e Antarctica: approximately 1903 AD to 1976 AD—Battle et al. (1996)

e (Cape Grim, Australia: 1979 AD to 2010 AD—AGAGE (2012)

e South Pole, Antarctica: 1998 AD to 2011 AD; Barrow, Alaska: 1999 AD to 2011 AD; Mauna Loa,
Hawaii: 2000 AD to 2011 AD—NOAA (2012d)

Figure 4. Global Atmospheric Concentrations of Selected Halogenated Gases, 1978-2010

Global average atmospheric concentration data for selected halogenated gases were obtained from the
following sources:

e National Oceanic and Atmospheric Administration (NOAA, 2011a) for halon-1211.
e Weiss et al. (2008) and Arnold et al. (2012) for nitrogen trifluoride.
e Advanced Global Atmospheric Gases Experiment (AGAGE, 2011) for all other species shown.

A similar figure based on AGAGE data appeared in the Intergovernmental Panel on Climate Change’s
(IPCC’s) Fourth Assessment Report (see Figure 2.6 in IPCC, 2007).

4. Data Availability

The data used to develop Figures 1, 2, and 3 of this indicator are publicly available and can be accessed
from the references and websites listed in Section 3. There are no known confidentiality issues.

Data for Figure 4 were provided in spreadsheet form by Dr. Ray Wang of the AGAGE project team and
Dr. Stephen Montzka of NOAA. AGAGE and NOAA websites (http://agage.eas.gatech.edu/ and
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www.esrl.noaa.gov/gmd/hats/) provide access to underlying station-specific data and selected averages,
but not all of the global averages that are shown in Figure 4. Nitrogen trifluoride data are based on
measurements that were originally published by Weiss et al. (2008), an additional set of 2011
measurements published in Arnold et al. (2012), and a correction factor in Arnold et al. (2012) that EPA
applied to the earlier data.

Methodology

5. Data Collection

This indicator shows trends in atmospheric concentrations of several major GHGs that enter the
atmosphere at least in part because of human activities: carbon dioxide (CO,), methane (CH,), nitrous
oxide (N,0), and selected halogenated gases. This indicator aggregates comparable, high-quality data
from individual studies that each focused on different locations and time frames. Recent data (since the
mid-20™ century) come from global networks that use standard monitoring techniques to measure the
concentrations of gases in the atmosphere. Older data come from ice cores—specifically, measurements
of gas concentrations in air bubbles that were trapped in ice at the time the ice was formed. Scientists
have spent years developing and refining methods of measuring gases in ice cores as well as methods of
dating the corresponding layers of ice to determine their age. Ice core measurements are a widely used
method of reconstructing the composition of the atmosphere before the advent of direct monitoring
techniques.

This indicator presents a compilation of data generated by numerous sampling programs. The citations
listed in Section 3 describe the specific approaches taken by each program. Gases are measured by mole
fraction relative to dry air.

Most of the GHGs presented in this indicator are considered to be well-mixed globally, due in large part
to their long residence times in the atmosphere. Thus, while measurements over geological time tend to
be available only for regions where ice cores can be collected (e.g., the Arctic and Antarctic regions),
these measurements are believed to adequately represent concentrations worldwide. Recent
monitoring data have been collected from a greater variety of locations, and the results show that
concentrations and trends are indeed very similar throughout the world, although relatively small
variations can be apparent across different locations.

Most of the gases shown in Figure 4 have been measured around the world numerous times per year.
One exception is nitrogen trifluoride, for which measurements are not yet widespread. The curve for
nitrogen trifluoride in Figure 4 is based on measurements of six air samples collected at Trinidad Head,
California, between 1998 and 2008, and a series of measurements at La Jolla, California. in 2011.
Measurements of air samples collected before 1998 have also been made, but they are not included in
this figure because of larger gaps in time between measurements. Northern Hemisphere concentrations
of this gas are expected to be slightly higher than the global average because of the distribution of
sources—particularly the electronics industry.

Nitrogen trifluoride was measured via the Medusa gas chromatography with mass spectrometry (GCMS)
system, with refinements described in Weiss et al. (2008) and Arnold et al. (2012). Mole fractions of the
other halogenated gases were collected via AGAGE’s Medusa GCMS system or similar methods
employed by NOAA.
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6. Indicator Derivation

EPA obtained and compiled data from the various GHG measurement programs and plotted these data
in graphs. Figures 1, 2, and 3 plot data at annual or lower resolution; with ice cores, consecutive data
points are often spaced many years apart. Figure 4 plots data at sub-annual intervals. EPA used the data
exactly as reported by the organizations that collected them, with the following exceptions:

e Some of the recent time series for CO,, CH,4, and N,O consisted of monthly measurements. EPA
averaged these monthly measurements to arrive at annual values to plot in the graphs. A few
years did not have data for all 12 months. If at least nine months of data were present in a given
year, EPA averaged the available data to arrive at an annual value. If fewer than nine monthly
measurements were available, that year was excluded from the graph.

e Some ice core records were reported in terms of the age of the sample or the number of years
before present. EPA converted these dates into calendar years.

e Afew ice core records had multiple values at the same point in time (i.e., two or more different
measurements for the same year). These values were generally comparable and never varied by
more than 4.8 percent. In such cases, EPA averaged the values to arrive at a single atmospheric
concentration per year.

e Although measurements have been made of nitrogen trifluoride in air samples collected before
1998, EPA elected to start the nitrogen trifluoride time series at 1998 because of large time gaps
between measurements prior to 1998.

Figures 1, 2, and 3 label each trend line according to the location where measurements were collected.
No methods were used to portray data for locations other than where measurements were made.
However, the indicator does imply that the values in the graphs represent global atmospheric
concentrations—an appropriate assumption because the gases covered by this indicator have long
residence times in the atmosphere and are considered to be well-mixed. In the indicator text, the Key
Points refer to the concentration for the most recent year available. If data were available for more than
one location, the text refers to the average concentration across these locations.

Figure 4 presents one trend line for each halogenated gas, and these lines represent average
concentrations across all measurement sites (typically worldwide, except for nitrogen trifluoride as
noted in Section 5). These data represent monthly average mole fractions for each species, except for
nitrogen trifluoride, which relies on a smaller number of individual samples.

Data are available for additional halogenated species, but to make the most efficient use of the space
available, EPA selected a subset of gases that are relatively common, have several years of data
available, show marked growth trends (either positive or negative), and/or collectively represent most
of the major categories of halogenated gases. The inclusion of nitrogen trifluoride here is based on
several factors. Although nitrogen trifluoride has relatively fewer measurements available, the data are
representative of atmospheric concentrations in the Northern Hemisphere. Like perfluoromethane (PFC-
14 or CF,), perfluoroethane (PFC-116 or C,F), and sulfur hexafluoride, nitrogen trifluoride is a widely
produced, fully fluorinated gas with a very high 100-year global warming potential (17,200) and a long
atmospheric lifetime (740 years). Nitrogen trifluoride has experienced a rapid increase in emissions (i.e.,
more than 10 percent per year) due to its use in manufacturing semiconductors, flat screen displays, and
thin film solar cells. It began to replace perfluoroethane in the electronics industry in the late 1990s.
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To examine the possible influence of phase-out and substitution activities under the Montreal Protocol
on Substances That Deplete the Ozone Layer, EPA divided Figure 4 into two panels: one for substances
officially designated as “ozone-depleting” and one for all other halogenated gases.

No attempt was made to project concentrations backward before the beginning of the ice core record
(or the start of monitoring, in the case of Figure 4) or forward into the future.

7. Quality Assurance and Quality Control

The data for this indicator have generally been taken from carefully constructed, peer-reviewed studies.
Quality assurance and quality control procedures are addressed in the individual studies, which are cited
in Section 3. Additional documentation of these procedures can be obtained by consulting with the
principal investigators who developed each of the data sets.

Analysis

8. Comparability Over Time and Space

Data have been collected using a variety of methods over time and space. However, these
methodological differences are expected to have little bearing on the overall conclusions for this
indicator. The concordance of trends among multiple data sets collected using different program designs
provides some assurance that the trends depicted actually represent atmospheric conditions, rather
than some artifact of sampling design.

The gases covered in this indicator are all long-lived GHGs that are relatively evenly distributed globally.
Thus, measurements collected at one particular location have been shown to be representative of
average concentrations worldwide.

9. Sources of Uncertainty

Direct measurements of atmospheric concentrations, which cover approximately the last 50 years, are
of a known and high quality. Generally, standard errors and accuracy measurements are computed for
the data.

For ice core measurements, uncertainties result from the actual gas measurements as well as the dating
of each sample. Uncertainties associated with the measurements are believed to be relatively small,
although diffusion of gases from the samples might also add to the measurement uncertainty. Dating
accuracy for the ice cores is believed to be within plus or minus 20 years, depending on the method
used and the time period of the sample. However, this level of uncertainty is insignificant when
considering that some ice cores characterize atmospheric conditions for time frames more than 100,000
years ago. The original scientific publications (see Section 3) provide more detailed information on the
estimated uncertainty within the individual data sets.

Visit the Carbon Dioxide Information Analysis Center (CDIAC) website
(http://cdiac.esd.ornl.gov/by new/bysubjec.html#atmospheric) for more information on the accuracy
of both direct and ice core measurements.
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Overall, the concentration increase in GHGs in the past century is far greater than the estimated
uncertainty of the underlying measurement methodologies. Otherwise stated, it is highly unlikely that
the concentration trends depicted in this indicator are artifacts of uncertainty.

10.Sources of Variability

Atmospheric concentrations of GHGs vary with both time and space. However, the data on atmospheric
GHG concentrations have extraordinary temporal coverage. For carbon dioxide, methane, and nitrous
oxide, concentration data span several hundred thousand years; and for the halogenated gases, data
span virtually the entire period during which these largely synthetic gases were widely used. While
spatial coverage of monitoring stations is more limited, most of the GHGs presented in this indicator are
considered to be well-mixed globally, due in large part to their long residence times in the atmosphere.

11. Statistical/Trend Analysis

This indicator presents a time series of atmospheric concentrations of GHGs. No statistical techniques or
analyses were used to characterize the long-term trends or their statistical significance.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. This indicator does not track water vapor because of its spatial and temporal variability. Human
activities have only a small direct impact on water vapor concentrations, but there are
indications that increasing global temperatures are leading to increasing levels of atmospheric
humidity (Dai et al., 2011).

2. Some radiatively important atmospheric constituents that are substantially affected by human
activities (such as tropospheric ozone, black carbon, aerosols, and sulfates) are not included in
this indicator because of their spatial and temporal variability.

3. Ice core measurements are not taken in real time, which introduces some error into the date of
the sample. Dating accuracy for the ice cores ranges up to plus or minus 20 years (often less),
depending on the method used and the time period of the sample. Diffusion of gases from the
samples, which would tend to reduce the measured values, could also add a small amount of
uncertainty.
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Climate Forcing

Identification

1. Indicator Description
This indicator measures the levels of greenhouse gases (GHGs) in the atmosphere between 1979 and

2010 based on their ability to cause changes in the Earth’s climate. Results are reflected in the Annual
Greenhouse Gas Index.

2. Revision History
April 2010: Indicator posted

December 2011: Indicator updated with data through 2010
October 2012: Indicator updated with data through 2011

Data Sources

3. Data Sources

GHG concentrations are measured by a cooperative global network of monitoring stations overseen by
the National Oceanic and Atmospheric Administration’s (NOAA’s) Earth System Research Laboratory
(ESRL). The indicator uses measurements of 20 GHGs.

4. Data Availability

This indicator is based on NOAA’s Annual Greenhouse Gas Index (AGGI). Annual values of the AGGI (total
and broken down by gas) are posted online at: www.esrl.noaa.gov/gmd/aggi/, along with definitions
and descriptions of the data. EPA obtained data from NOAA’s public website.

The AGGI is based on data from monitoring stations around the world. Most of these data were
collected as part of the NOAA/ESRL cooperative monitoring network. Data files from these cooperative
stations are available online at: www.esrl.noaa.gov/gmd/dv/ftpdata.html. Users can obtain station
metadata by navigating to: www.esrl.noaa.gov/gmd/dv/site/, viewing a list of stations, and then
selecting a station of interest.

Methane data prior to 1983 are annual averages from Etheridge et al. (1998). Users can download data
from this study at: http://cdiac.ornl.gov/trends/atm meth/lawdome meth.html.
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Methodology

5. Data Collection

This indicator is based on measurements of the concentrations of various long-lived GHGs in ambient
air. These measurements have been collected following consistent high-precision techniques that have
been documented in peer-reviewed literature.

The indicator uses measurements of five “major” GHGs and 15 other GHGs. The five major GHGs for this
indicator are carbon dioxide (CO,), methane (CH,), nitrous oxide (N,0), and two chlorofluorocarbons:
CFC-11 and CFC-12. According to NOAA, these five GHGs account for about 96 percent of the increase in
direct radiative forcing by long-lived GHGs since 1750. The other 15 gases are CFC-113, carbon
tetrachloride (CCl,), methyl chloroform (CH5CCl;), HCFC-22, HCFC-141b, HCFC-142b, HFC-23, HFC-125,
HFC-134a, HFC-143a, HFC-152a, sulfur hexafluoride (SFg), halon-1211, halon-1301, and halon-2402.

Monitoring stations in NOAA’s ESRL network collect air samples at about 80 global clean air sites,
although not all sites monitor for all the gases of interest. Monitoring sites include fixed stations on land
as well as measurements at 5-degree latitude intervals along specific ship routes in the oceans.
Monitoring stations collect data at least weekly. These weekly measurements can be averaged to arrive
at an accurate representation of annual concentrations.

For a map of monitoring sites in the NOAA/ESRL cooperative network, see:
www.esrl.noaa.gov/gmd/aggi. For more information about the global monitoring network and a link to
an interactive map, see NOAA’s website at: www.esrl.noaa.gov/gmd/dv/site.

6. Indicator Derivation

From weekly station measurements, NOAA calculated a global average concentration of each gas using a
smoothed north-south latitude profile in sine latitude space. NOAA averaged these weekly global values
over the course of the year to determine an annual average concentration of each gas. Pre-1983
methane measurements came from stations outside the NOAA/ESRL network; these data were adjusted
to NOAA's calibration scale before being incorporated into the indicator.

Next, NOAA transformed gas concentrations into an index based on radiative forcing. These calculations
account for the fact that different gases have different abilities to alter the Earth’s energy balance.
NOAA determined the total radiative forcing of the GHGs by applying radiative forcing factors that have
been scientifically established for each gas based on its global warming potential and its atmospheric
lifetime. These values and equations have been recommended by the Intergovernmental Panel on
Climate Change (IPCC) (2001). In order to keep the index as accurate as possible, NOAA’s radiative
forcing calculations considered only direct forcing, not additional model-dependent feedbacks such as
those due to water vapor and ozone depletion.

NOAA compared present-day concentrations with concentrations circa 1750 (i.e., before the start of the
Industrial Revolution), and this indicator shows only the radiative forcing associated with the increase in
concentrations since 1750. In this regard, the indicator focuses only on the additional radiative forcing
that has resulted from human-influenced emissions of GHGs.
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Figure 1 shows radiative forcing from the selected GHGs in units of watts per square meter. This forcing
value is calculated at the tropopause, which is the boundary between the troposphere and the
stratosphere. Thus, the square meter term refers to the surface area of the sphere that contains the
Earth and its lower atmosphere (the troposphere). The watts term refers to the rate of energy transfer.

The data provided to EPA by NOAA also describe radiative forcing in terms of the AGGI. This unitless
index is formally defined as the ratio of radiative forcing in a given year compared with a base year of
1990, which was chosen because 1990 is the baseline year for the Kyoto Protocol. Thus, 1990 is set to a
total AGGI value of 1. An AGGI scale appears on the right side of Figure 1.

NOAA’s monitoring network did not provide sufficient data prior to 1979, and no attempt has been
made to project the indicator backward before that start date. No attempt has been made to project
trends forward into the future, either.

This indicator can be reconstructed from publicly available information. NOAA's website
(www.esrl.noaa.gov/gmd/aggi) provides a complete explanation of how to construct the AGGI from the
available concentration data, including references to the equations used to determine each gas’s
contribution to radiative forcing. See Hofmann et al. (2006a) and Hofmann et al. (2006b) for more
information about the AGGI and how it was constructed. See Dlugokencky et al. (2005) for information
on special steps that were taken to adjust pre-1983 methane data to NOAA's calibration scale.

7. Quality Assurance and Quality Control
The online documentation for the AGGI does not explicitly discuss quality assurance and quality control

procedures. NOAA’s analysis has been peer-reviewed and published in the scientific literature, however
(see Hofmann et al., 2006a and 2006b), and users should have confidence in the quality of the data.

Analysis

8. Comparability Over Time and Space

With the exception of pre-1983 methane measurements, all data were collected through the
NOAA/ESRL global monitoring network with consistent techniques over time and space. Pre-1983
methane measurements came from stations outside the NOAA/ESRL network; these data were adjusted
to NOAA'’s calibration scale before being incorporated into the indicator.

The data for this indicator have been spatially averaged to ensure that the final value for each year
accounts for all of the original measurements to the appropriate degree. Results are considered to be
globally representative, which is an appropriate assumption because the gases covered by this indicator
have long residence times in the atmosphere and are considered to be well-mixed. Although there are
minor variations among sampling locations, the overwhelming consistency among sampling locations
indicates that extrapolation from these locations to the global atmosphere is reliable.

9. Sources of Uncertainty

This indicator is based on direct measurements of atmospheric concentrations of GHGs. These
measurements are of a known and high quality, collected by a well-established monitoring network.

Technical Documentation: Climate Forcing 37


http://www.esrl.noaa.gov/gmd/aggi

NOAA’s AGGI website does not present explicit uncertainty values for either the AGGI or the underlying
data, but exact uncertainty estimates can be obtained by contacting NOAA.

The empirical expressions used for radiative forcing are derived from atmospheric radiative transfer
models and generally have an uncertainty of about 10 percent. The uncertainties in the global average
concentrations of the long-lived GHGs are much smaller, according to the AGGI website documentation
at: www.esrl.noaa.gov/gmd/aggi.

Uncertainty is expected to have little bearing on the conclusions for several reasons. First, the indicator
is based entirely on measurements that have low inherent uncertainty. Second, the increase in GHG
radiative forcing over recent years is far greater than the estimated uncertainty of underlying
measurement methodologies, and it is also greater than the estimated 10 percent uncertainty in the
radiative forcing equations. Thus, it is highly unlikely that the trends depicted in this indicator are
somehow an artifact of uncertainties in the sampling and analytical methods.

10.Sources of Variability

Collecting data from different locations could lead to some variability, but this variability is expected to
have little bearing on the conclusions. Scientists have found general agreement in trends among
multiple data sets collected at different locations using different program designs, providing some
assurance that the trends depicted actually represent atmospheric conditions, rather than some artifact
of sampling design.

11. Statistical/Trend Analysis

The increase in GHG radiative forcing over recent years is far greater than the estimated uncertainty of
underlying measurement methodologies, and it is also greater than the estimated 10 percent
uncertainty in the radiative forcing equations. Thus, it is highly likely that the trends depicted in this
indicator accurately represent changes in the Earth’s atmosphere.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. The AGGI and its underlying analysis do not provide a complete picture of radiative forcing from
the major GHGs because they do not consider indirect forcing due to water vapor, ozone
depletion, and other factors. These mechanisms have been excluded because quantifying them
would require models that would add significant uncertainty to the indicator.

2. This indicator does not include radiative forcing due to shorter-lived GHGs and other radiatively
important atmospheric constituents such as black carbon, aerosols, and sulfates. Reflective
aerosol particles in the atmosphere can reduce climate forcing, for example, while tropospheric
ozone can increase it. These spatially heterogeneous, short-lived climate forcing agents have
uncertain global magnitudes and thus are not included in NOAA’s index to maintain accuracy.
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U.S. and Global Temperature

Identification

1. Indicator Description

This indicator describes changes in average air temperature for the United States and the world from
1901 to 2011. In this indicator, temperature data are presented as trends in anomalies. Air temperature
is an important component of climate, and changes in temperature can have wide-ranging direct and
indirect effects on the environment and society.

Components of this indicator include:

e Changes in temperature in the contiguous 48 states over time (Figure 1)
e Changes in temperature worldwide over time(Figure 2)
e A map showing rates of temperature change across the United States (Figure 3)

2. Revision History
April 2010: Indicator posted

December 2011: Updated with data through 2010
May 2012: Updated with data through 2011

Data Sources

3. Data Sources

This indicator is based on temperature anomaly data provided by the National Oceanic and Atmospheric
Administration’s (NOAA’s) National Climatic Data Center (NCDC).

4. Data Availability

The long-term surface time series in Figures 1, 2, and 3 were provided to EPA by NOAA’s NCDC. NCDC
calculated these time series based on monthly values from a set of NCDC-maintained databases: the
U.S. Historical Climatology Network (USHCN) Version 2, the Global Historical Climatology Network—
Monthly (GHCN-M) Version 3.1 (for global time series), and GHCN-Daily Version 2.92 (for Alaska and
Hawaii maps). These databases can be accessed online. To supplement Figures 1 and 2, EPA obtained
satellite-based measurements from NCDC's public website.

Contiguous 48 States (Surface)

Underlying temperature data for the contiguous 48 states come from the USHCN. Currently, the data
are distributed by NCDC on various computer media (e.g., anonymous FTP sites), with no confidentiality
issues limiting accessibility. Users can link to the data online at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#access. Appropriate metadata and “readme” files are
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appended to the data. For example, see:
ftp://ftp.ncdc.noaa.gov/pub/data/ushcn/v2/monthly/readme.txt.

Alaska, Hawaii, and Global (Surface)

GHCN temperature data can be obtained from NCDC over the Web or via anonymous FTP. This indicator
is specifically based on a combined global land-sea temperature data set that can be obtained from:
www.ncdc.noaa.gov/ghcnm/v3.php. There are no known confidentiality issues that limit access to the
data set, and the data are accompanied by metadata.

Satellite Data

EPA obtained the satellite trends from NCDC'’s public website at:
www.ncdc.noaa.gov/oa/climate/research/msu.html.

Methodology

5. Data Collection

This indicator is based on temperature measurements. The global portion of this indicator presents
temperatures measured over land and sea, while the portion devoted to the contiguous 48 states shows
temperatures measured over land only.

Surface data for this indicator were compiled from thousands of weather stations throughout the United
States and worldwide using standard meteorological instruments. Data for the contiguous 48 states
were compiled in the USHCN. Data for Alaska, Hawaii, and the rest of the world were taken from the
GHCN. Both of these networks are overseen by NOAA and have been extensively peer reviewed. As
such, they represent the most complete long-term instrumental data sets for analyzing recent climate
trends. More information on these networks can be found below.

Contiguous 48 States (Surface)

USHCN Version 2 contains monthly averaged maximum, minimum, and mean temperature data from
approximately 1,200 stations within the contiguous 48 states. The period of record varies for each
station but generally includes most of the 20™ century. One of the objectives in establishing the USHCN
was to detect secular changes of regional rather than local climate. Therefore, stations included in the
network are only those believed to not be influenced to any substantial degree by artificial changes of
local environments. Some of the stations in the USHCN are first-order weather stations, but the majority
are selected from U.S. cooperative weather stations (approximately 5,000 in the United States). To be
included in the USHCN, a station had to meet certain criteria for record longevity, data availability
(percentage of available values), spatial coverage, and consistency of location (i.e., experiencing few
station changes). An additional criterion, which sometimes compromised the preceding criteria, was the
desire to have a uniform distribution of stations across the United States. Included with the data set are
metadata files that contain information about station moves, instrumentation, observing times, and
elevation. NOAA's website (www.ncdc.noaa.gov/oa/climate/research/ushcn) provides more information
about USHCN data collection.
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Alaska, Hawaii, and Global (Surface)

GHCN-M Version 3.1 contains monthly climate data from weather stations worldwide. Monthly mean
temperature data are available for 7,280 stations, with homogeneity-adjusted data available for a
subset (5,206 mean temperature stations). Data were obtained from many types of stations. For the
global component of this indicator, the GHCN land-based data were merged with an additional set of
long-term sea surface temperature data; this merged product is called the extended reconstructed sea
surface temperature (ERSST) data set, Version #3b (Smith et al., 2008).

NCDC has published documentation for the GHCN. For more information, including data sources,
methods, and recent improvements, see: www.ncdc.noaa.gov/ghcnm/v3.php and the sources listed
therein. Additional background on the merged land-sea temperature data set can be found at:
www.ncdc.noaa.gov/cmb-fag/anomalies.html.

Satellite Data

In Figures 1 and 2, surface measurements have been supplemented with satellite-based measurements
for the period from 1979 to 2011. These satellite data were collected by NOAA’s polar-orbiting satellites,
which take measurements across the entire globe. Satellites equipped with the necessary measuring
equipment have orbited the Earth continuously since 1978, but 1979 was the first year with complete
data. This indicator uses measurements that represent the lower troposphere, which is defined here as
the layer of the atmosphere extending from the Earth’s surface to an altitude of about 8 kilometers.

NOAA'’s satellites use the Microwave Sounding Unit (MSU) to measure the intensity of microwave
radiation given off by various layers of the Earth’s atmosphere. The intensity of radiation is proportional
to temperature, which can therefore be determined through correlations and calculations. NOAA uses
different MSU channels to characterize different parts of the atmosphere. Note that since 1998, NOAA
has used a newer version of the instrument called the Advanced MSU.

For more information about the methods used to collect satellite measurements, see:
www.ncdc.noaa.gov/oa/climate/research/msu.html and the references cited therein.

6. Indicator Derivation

Surface Data

NOAA calculated monthly temperature means for each site. In populating the USHCN and GHCN, NOAA
adjusted the data to remove biases introduced by differences in the time of observation. NOAA also
employed a homogenization algorithm to identify and correct for substantial shifts in local-scale data
that might reflect changes in instrumentation, station moves, or urbanization effects. These adjustments
were performed according to published, peer-reviewed methods. For more information on these quality
assurance and error correction procedures, see Section 7.

In this indicator, temperature data are presented as trends in anomalies. An anomaly represents the
difference between an observed value and the corresponding value from a baseline period. This
indicator uses a baseline period of 1901 to 2000. The choice of baseline period will not affect the shape
or the statistical significance of the overall trend in anomalies. For temperature (absolute anomalies), it
only moves the trend up or down on the graph in relation to the point defined as “zero.”
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To generate the temperature time series, NOAA converted measurements into monthly anomalies in
degrees Fahrenheit. The monthly anomalies then were averaged to determine an annual temperature
anomaly for each year.

To achieve uniform spatial coverage (i.e., not biased toward areas with a higher concentration of
measuring stations), NOAA averaged anomalies within grid cells on the map to create “gridded” data
sets. The graph for the contiguous 48 states (Figure 1) and the map (Figure 3) are based on an analysis
using grid cells that measure 2.5 degrees latitude by 3.5 degrees longitude. The global graph (Figure 2)
comes from an analysis of grid cells measuring 5 degrees by 5 degrees. These particular grid sizes have
been determined to be optimal for analyzing USHCN and GHCN climate data; see:
http://www.ncdc.noaa.gov/oa/climate/research/ushcn/gridbox.html for more information.

Figures 1 and 2 show trends from 1901 to 2011, based on NOAA’s gridded data sets. Although earlier
data are available for some stations, 1901 was selected as a consistent starting point.

The map in Figure 3 shows long-term rates of change in temperature over the United States for the
period 1901-2011 except for Alaska and Hawaii, for which widespread and reliable data collection did
not begin until 1918 and 1905, respectively. A regression was performed on the annual anomalies for
each grid cell. Trends were calculated only in those grid cells for which data were available for at least 66
percent of the years during the full period of record. The slope of each trend (rate of temperature
change per year) was calculated from the annual time series by ordinary least-squares regression and
then multiplied by 100 to obtain a rate per century. No attempt has been made to portray data beyond
the time and space in which measurements were made.

Satellite Data

NOAA'’s satellites measure microwave radiation at various frequencies, which must be converted to
temperature and adjusted for time-dependent biases using a set of algorithms. Various experts
recommend slightly different algorithms. Accordingly, Figure 1 and Figure 2 show globally averaged
trends that have been calculated by two different organizations: the Global Hydrology and Climate
Center at the University of Alabama in Huntsville (UAH) and Remote Sensing Systems (RSS). For more
information about the methods used to convert satellite measurements to temperature readings for
various layers of the atmosphere, see: www.ncdc.noaa.gov/oa/climate/research/msu.html and the
references cited therein. Both the UAH and RSS data sets are based on updated versions of analyses that
have been published in the scientific literature. For example, see Christy et al. (2000, 2003), Mears et al.
(2003), and Schabel et al. (2002).

NOAA provided data in the form of monthly anomalies. EPA calculated annual anomalies, then shifted
the entire curves vertically in order to display the anomalies side-by-side with surface anomalies.
Shifting the curves vertically does not change the shape or magnitude of the trends; it simply results in a
new baseline. No attempt has been made to portray satellite-based data beyond the time and space in
which measurements were made. The satellite data in Figure 1 are restricted to the atmosphere above
the contiguous 48 states.
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7. Quality Assurance and Quality Control

Both the USHCN and the GHCN have undergone extensive quality assurance procedures to identify
errors and biases in the data and either remove these stations from the time series or apply correction
factors.

Contiguous 48 States (Surface)

Quality control procedures for the USHCN are summarized at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#processing. Homogeneity testing and data correction
methods are described in numerous peer-reviewed scientific papers by NOAA’s NCDC. A series of data
corrections was developed to specifically address potential problems in trend estimation of the rates of
warming or cooling in USHCN Version 2. They include:

e Removal of duplicate records

e Procedures to deal with missing data

e Adjusting for changes in observing practices, such as changes in observation time

e Testing and correcting for artificial discontinuities in a local station record, which might reflect
station relocation, instrumentation changes, or urbanization (e.g., heat island effects)

Alaska, Hawaii, and Global (Surface)

QA/QC procedures for GHCN temperature data are described in detail in Peterson et al. (1998) and
Menne and Williams (2009), and at: www.ncdc.noaa.gov/ghcnm/v3.php. GHCN data undergo rigorous
QA reviews, which include pre-processing checks on source data; removal of duplicates, isolated values,
and suspicious streaks; time series checks that identify spurious changes in the mean and variance via
pairwise comparisons; spatial comparisons that verify the accuracy of the climatological mean and the
seasonal cycle; and neighbor checks that identify outliers from both a serial and a spatial perspective.

Satellite Data

NOAA follows documented procedures for QA/QC of data from the MSU satellite instruments. For
example, see NOAA's discussion of MSU calibration at:
www.star.nesdis.noaa.gov/smcd/spb/calibration/msu/msucal.pdf and:
www.star.nesdis.noaa.gov/star/documents/meetings/NIST2008/Zou_MSU Calibration 20080114.pdf.

Analysis

8. Comparability Over Time and Space

Both the USHCN and the GHCN have undergone extensive testing to identify errors and biases in the
data and either remove these stations from the time series or apply scientifically appropriate correction
factors to improve the utility of the data. In particular, these corrections address changes in the time-of-
day of observation, advances in instrumentation, and station location changes.
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Contiguous 48 States (Surface)

Homogeneity testing and data correction methods are described in more than a dozen peer-reviewed
scientific papers by NCDC. Data corrections were developed to specifically address potential problems in
trend estimation of the rates of warming or cooling in the USHCN (see Section 7 for documentation).
Balling and Idso (2002) compare the USHCN data with several surface and upper-air data sets and show
that the effects of the various USHCN adjustments produce a significantly more positive, and likely
spurious, trend in the USHCN data. In contrast, a subsequent analysis by Vose et al. (2003) found that
USHCN station history information is reasonably complete and that the bias adjustment models have
low residual errors.

Further analysis by Menne et al. (2009) suggests that:

...the collective impact of changes in observation practice at USHCN stations is
systematic and of the same order of magnitude as the background climate signal. For
this reason, bias adjustments are essential to reducing the uncertainty in U.S. climate
trends. The largest biases in the HCN are shown to be associated with changes to the
time of observation and with the widespread changeover from liquid-in-glass
thermometers to the maximum minimum temperature sensor (MMTS). With respect to
[USHCN] Version 1, Version 2 trends in maximum temperatures are similar while
minimum temperature trends are somewhat smaller because of an apparent
overcorrection in Version 1 for the MMTS instrument change, and because of the
systematic impact of undocumented station changes, which were not addressed [in]
Version 1.

USHCN Version 2 represents an improvement in this regard.

Some observers have expressed concerns about other aspects of station location and technology. For
example, Watts (2009) expresses concern that many U.S. weather stations are sited near artificial heat
sources such as buildings and paved areas, potentially biasing temperature trends over time. In
response to these concerns, NOAA analyzed trends for a subset of stations that Watts had determined
to be “good or best,” and found the temperature trend over time to be very similar to the trend across
the full set of USHCN stations (www.ncdc.noaa.gov/oa/about/response-v2.pdf). While it is true that
many stations are not optimally located, NOAA's findings support the results of an earlier analysis by
Peterson (2006) that found no significant bias in long-term trends associated with station siting once
NOAA’s homogeneity adjustments have been applied.

Alaska, Hawaii, and Global (Surface)

The GHCN applied similarly stringent criteria for data homogeneity (like the USHCN) in order to reduce
bias. In acquiring data sets, the original observations were sought, and in many cases where bias was
identified, the stations in question were removed from the data set. See Section 7 for documentation.

For data collected over the ocean, continuous improvement and greater spatial resolution can be
expected in the coming years, with corresponding updates to the historical data. For example, there is a
known bias during the World War Il years (1941-1945), when almost all ocean temperature
measurements were collected by U.S. Navy ships that recorded ocean intake temperatures, which can
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give warmer numbers than the techniques used in other years. Future efforts will aim to adjust the data
more fully to account for this bias.

Satellite Data

NOAA'’s satellites cover the entire Earth with consistent measurement methods. Procedures to calibrate
the results and correct for any biases over time are described in the references cited under Section 7.

9. Sources of Uncertainty

Surface Data

Uncertainties in temperature data increase as one goes back in time, as there are fewer stations early in
the record. However, these uncertainties are not sufficient to undermine the fundamental trends in the
data.

Error estimates are not readily available for U.S. temperature, but they are available for the global
temperature time series. See the error bars in NOAA’s graphic online at:
http://www.ncdc.noaa.gov/sotc/service/global/global-land-ocean-mntp-anom/201001-201012.gif. In
general, Vose and Menne (2004) suggest that the station density in the U.S. climate network is sufficient
to produce a robust spatial average.

Satellite Data

Methods of inferring tropospheric temperature from satellite data have been developed and refined
over time. Several independent analyses have produced largely similar curves, suggesting fairly strong
agreement and confidence in the results.

Error estimates for the UAH analysis have previously been published in Christy et al. (2000, 2003). Error
estimates for the RSS analysis have previously been published in Schabel et al. (2002) and Mears et al.
(2003). However, error estimates are not readily available for the updated version of each analysis that
EPA obtained in 2012.

10.Sources of Variability

Annual temperature anomalies naturally vary from location to location and from year to year as a result
of normal variation in weather patterns, multi-year climate cycles such as the El Nifio—Southern
Oscillation and Pacific Decadal Oscillation, and other factors. This indicator accounts for these factors by
presenting a long-term record (more than a century of data) and averaging consistently over time and
space.

11.Statistical/Trend Analysis

This indicator uses ordinary least-squares regression to calculate the slope of the observed trends in
temperature, but does not indicate whether each trend is statistically significant. A simple t-test
indicates that some of the observed trends are significant to a 95 percent confidence level, while others
are not. To conduct a more complete analysis, however, would potentially require consideration of
serial correlation and other more complex statistical factors.
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12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Biases in surface measurements may have occurred as a result of changes over time in
instrumentation, measuring procedures (e.g., time of day), and the exposure and location of the
instruments. Where possible, data have been adjusted to account for changes in these variables.
For more information on these corrections, see Section 8. Some scientists believe that the
empirical debiasing models used to adjust the data might themselves introduce non-climatic
biases (e.g., Pielke et al., 2007).

2. Uncertainties in surface temperature data increase as one goes back in time, as there are fewer
stations early in the record. However, these uncertainties are not sufficient to mislead the user
about fundamental trends in the data.
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High and Low Temperatures

Identification

1. Indicator Description

This indicator describes trends in unusually hot and cold temperatures across the United States over
approximately the last 100 years. Extreme temperature events like summer heat waves and winter cold
spells can have profound effects on society.

Components of this indicator include:

e Anindex reflecting the frequency of extreme heat events (Figure 1)

e The percentage of land area experiencing unusually hot summer temperatures or unusually cold
winter temperatures (Figures 2 and 3, respectively)

e The proportion of record-setting high temperatures to record low temperatures over time
(Figure 4)

2. Revision History

April 2010: Indicator posted

December 2011: Updated Figure 1 with data through 2010; combined Figures 2 and 3 into a new Figure
2, and updated data through 2011; added new Figures 3 and 4; and expanded the indicator from “Heat
Waves” to “High and Low Temperatures”

February 2012: Updated Figure 1 with data through 2011

March 2012: Updated Figure 3 with data through 2012

October 2012: Updated Figure 2 with data through 2012

Data Sources

3. Data Sources

Index values for Figure 1 were provided by Dr. Kenneth Kunkel of the National Oceanic and Atmospheric
Administration’s (NOAA’s) Cooperative Institute for Climate and Satellites (CICS), who updated an
analysis that was previously published in U.S. Climate Change Science Program (2008). Data for Figures 2
and 3 come from NOAA’s U.S. Climate Extremes Index (CEl). Data for Figure 4 come from an analysis
published by Meehl et al. (2009).

All components of this indicator are based on temperature measurements from weather stations
overseen by NOAA’s National Weather Service (NWS). These underlying data are maintained by NCDC.
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4. Data Availability

Figure 1. U.S. Annual Heat Wave Index, 1895-2011

Data for this figure were provided by Dr. Kenneth Kunkel of NOAA CICS, who performed the analysis
based on data from NCDC's publicly available databases.

Figures 2 and 3. Area of the Contiguous 48 States with Unusually Hot Summer Temperatures (1910-
2012) or Unusually Cold Winter Temperatures (1911-2012)

NOAA has calculated each of the components of the CEl and has made these data files publicly available.
The data for unusually hot summer maximum and minimum temperatures (CEl steps 1b and 2b) can be
downloaded from: ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step1-hi.06-08.results and:
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step2-hi.06-08.results, respectively. The data for unusually
cold winter maximum and minimum temperatures (CEl steps 1a and 2a) can be downloaded from:
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-stepl-lo.12-02.results and:
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step2-l0.12-02.results, respectively. A “readme” file
(ftp://ftp.ncdc.noaa.gov/pub/data/cei) explains the contents of the data files. NOAA’s CEl website
(http://www.ncdc.noaa.gov/extremes/cei/) provides additional descriptions and links, along with a
portal to download or graph various components of the CEl, including the data sets listed above.

Figure 4. Record Daily High and Low Temperatures in the Contiguous 48 States, 1950-2009

Ratios of record highs to lows were taken from Meehl et al. (2009) and a press release that accompanied
the publication of that peer-reviewed study (http://www2.ucar.edu/news/1036/record-high-
temperatures-far-outpace-record-lows-across-us). For confirmation, EPA obtained the actual counts of
highs and lows by decade from Claudia Tebaldi, a co-author of the Meehl et al. (2009) paper.

Underlying Data

NCDC maintains a set of databases that provide public access to daily and monthly temperature records
from thousands of weather stations across the country. For access to these data and accompanying
metadata, visit NCDC’s website at: http://www.ncdc.noaa.gov/oa/ncdc.html.

Many of the weather stations are part of NOAA’s Cooperative Observer Program (COOP). Complete
data, embedded definitions, and data descriptions for these stations can be found online at:
www.ncdc.noaa.gov/doclib/. State-specific data can be found at:
www?7.ncdc.noaa.gov/IPS/coop/coop.html;jsessionid=312EC0892FFC2FBB78F63D0OE3ACF6CBC. There
are no confidentiality issues that may limit accessibility. Additional metadata can be found at:
WWW.nws.noaa.gov/om/coop/.

Methodology

5. Data Collection

Systematic collection of weather data in the United States began in the 1800s. Since then, observations
have been recorded from 23,000 stations. At any given time, observations are recorded from

Technical Documentation: High and Low Temperatures 50


ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step1-hi.06-08.results
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step2-hi.06-08.results
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step1-lo.12-02.results
ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step2-lo.12-02.results
ftp://ftp.ncdc.noaa.gov/pub/data/cei
http://www.ncdc.noaa.gov/extremes/cei/
http://www2.ucar.edu/news/1036/record-high-temperatures-far-outpace-record-lows-across-us
http://www2.ucar.edu/news/1036/record-high-temperatures-far-outpace-record-lows-across-us
http://www.ncdc.noaa.gov/oa/ncdc.html
http://www.ncdc.noaa.gov/doclib/
http://www7.ncdc.noaa.gov/IPS/coop/coop.html;jsessionid=312EC0892FFC2FBB78F63D0E3ACF6CBC
http://www.nws.noaa.gov/om/coop/

approximately 8,000 stations. Observations are made on an hourly basis, and the maximum and
minimum temperatures are recorded for each 24-hour time span.

NOAA’s National Weather Service (NWS) operates some stations (called first-order stations), but the
vast majority of U.S. weather stations are part of NWS’s Cooperative Observer Program (COOP). The
COOP data set represents the core climate network of the United States (Kunkel et al., 2005).
Cooperative observers include state universities, state and federal agencies, and private individuals.
Observers are trained to collect data following NWS protocols, and equipment to gather these data is
provided and maintained by the NWS.

Data collected by COOP are referred to as U.S. Daily Surface Data or Summary of the Day data. Variables
that are relevant to this indicator include observations of daily maximum and minimum temperatures.
General information about the NWS COOP data set is available at: www.nws.noaa.gov/os/coop/what-is-
coop.html. Sampling procedures are described in Kunkel et al. (2005) and in the full metadata for the
COOP data set available at: www.nws.noaa.gov/om/coop/.

NCDC also maintains a database called the U.S. Historical Climatology Network (USHCN), which contains
data from a subset of COOP and first-order weather stations that meet certain selection criteria and
undergo additional levels of quality control. USHCN contains monthly averaged maximum, minimum,
and mean temperature data from approximately 1,200 stations within the contiguous 48 states. The
period of record varies for each station but generally includes most of the 20" century. One of the
objectives in establishing the USHCN was to detect secular changes of regional rather than local climate.
Therefore, stations included in this network are only those believed to not be influenced to any
substantial degree by artificial changes of local environments. To be included in the USHCN, a station
had to meet certain criteria for record longevity, data availability (percentage of available values), spatial
coverage, and consistency of location (i.e., experiencing few station changes). An additional criterion,
which sometimes compromised the preceding criteria, was the desire to have a uniform distribution of
stations across the United States. Included with the data set are metadata files that contain information
about station moves, instrumentation, observing times, and elevation. NOAA’s website
(www.ncdc.noaa.gov/oa/climate/research/ushcn) provides more information about USHCN data
collection.

All four figures use data from the contiguous 48 states. Original sources and selection criteria are as
follows:

e Figure 1 is based on stations from the COOP data set that had sufficient data during the period
of record (1895-2011).

e Figures 2 and 3 are based on the narrower set of stations contained within the USHCN, which is
the source of all data for NOAA’s CEl. Additional selection criteria were applied to these data
prior to inclusion in CEl calculations, as described by Gleason et al. (2008). In compiling the
temperature components of the CEl, NOAA selected only those stations with monthly
temperature data at least 90 percent complete within a given period (e.g., annual, seasonal) as
well as 90 percent complete for the full period of record.

e In Figure 4, data for the 1950s through 1990s are based on a subset of 2,000 COOP stations that
have collected data since 1950 and had no more than 10 percent missing values during the
period from 1950 to 2006. These selection criteria are further described in Meehl et al. (2009).

e In Figure 4, data for the 2000s are based on the complete set of COOP records available from
2000 through September 2009. These numbers were published in Meehl et al. (2009) and the
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accompanying press release, but they do not follow the same selection criteria as the previous
decades (as described above). Counts of record highs and lows using the Meehl et al. (2009)
selection criteria were available, but only through 2006. Thus, to make this indicator as current
as possible, EPA chose to use data from the broader set that extends through September 2009.
Using the 2000-2006 data would result in a high:low ratio of 1.86, compared with a ratio of 2.04
when the full-decade data set (shown in Figure 4) is considered.

6. Indicator Derivation

Figure 1. U.S. Annual Heat Wave Index, 1895-2011

Data from the COOP data set have been used to calculate annual values for a U.S. Annual Heat Wave
Index. In this indicator, heat waves are defined as warm periods of at least four days with an average
temperature (that is, averaged over all four days) exceeding the threshold for a one-in-10-year
occurrence (Kunkel et al., 1999). The Annual U.S. Heat Wave Index is a frequency measure of the
number of heat waves that occur each year. A complete explanation of trend analysis in the annual
average heat wave index values, especially trends occurring since 1960, can be found in Appendix A,
Example 2, of U.S. Climate Change Science Program (2008). Analytical procedures are described in
Kunkel et al. (1999).

Figures 2 and 3. Area of the Contiguous 48 States with Unusually Hot Summer Temperatures (1910—
2012) or Unusually Cold Winter Temperatures (1911-2012)

Figure 2 of this indicator shows the percentage of the area of the contiguous 48 states in any given year
that experienced unusually warm maximum and minimum summer temperatures. Figure 3 displays the
percentage of land area that experienced unusually cold maximum and minimum winter temperatures.

Figures 2 and 3 were developed as subsets of NOAA’s CEl, an index that uses six variables to examine
trends in extreme weather and climate. These figures are based on components of NOAA's CEl (labeled
as Steps 1a, 1b, 2a, and 2b) that look at the percentage of land area within the contiguous 48 states that
experienced maximum (Step 1) or minimum (Step 2) temperatures much below (a) or above (b) normal.

NOAA computed the data for the CEl and calculated the percentage of land area for each year by
dividing the contiguous 48 states into a 1-degree by 1-degree grid and using data from one station per
grid box. This was done to eliminate many of the artificial extremes that resulted from a changing
number of available stations over time.

NOAA began by averaging all daily highs at a given station over the course of a month to derive a
monthly average high, then performing the same step with daily lows. Next, period (monthly) averages
were sorted and ranked, and values were identified as “unusually warm” if they fell in the highest 10"
percentile in the period of record for each station or grid cell, and “unusually cold” if they fell in the
lowest 10™ percentile. Thus, the CEl has been constructed to have an expected value of 10 percent for
each of these components based on the historical record—or a value of 20 percent if the two “extreme”
ends of the distribution are added together.

The CEl can be calculated for individual months, seasons, or an entire year. Figure 2 displays data for

summer, which the CEl defines as June, July, and August. Figure 3 displays data for winter, which the CEl
defines as December, January, and February. Winter values are plotted at the year in which the season
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ended; for example, the winter from December 2010 to February 2011 is plotted at year 2011. This
explains why Figures 2 and 3 appear to have a different starting year, as data were not available from
December 1909 to calculate a winter value for 1910. To smooth out some of the year-to-year variability,
EPA applied a nine-point binomial filter, which is plotted at the center of each nine-year window. For
example, the smoothed value from 2002 to 2010 is plotted at year 2006. NOAA NCDC recommends this
approach and has used it in the official online reporting tool for the CEI.

EPA used endpoint padding to extend the nine-year smoothed lines all the way to the ends of the period
of record. As recommended by NCDC, EPA calculated smoothed values as follows: If 2012 was the most
recent year with data available, EPA calculated smoothed values to be centered at 2009, 2010, 2011,
and 2012 by inserting the 2012 data point into the equation in place of the as-yet-unreported annual
data points for 2013 and beyond. EPA used an equivalent approach at the beginning of the time series.

The CEl has been extensively documented and refined over time to provide the best possible
representation of trends in extreme weather and climate. For an overview of how NOAA constructed
Steps 1 and 2 of the CEl, see: www.ncdc.noaa.gov/oa/climate/research/cei/cei.html. This page provides
a list of references that describe analytical methods in greater detail. In particular, see Gleason et al.
(2008).

Figure 4. Record Daily High and Low Temperatures in the Contiguous 48 States, 1950-2009

Figure 4 displays the proportion of daily record high and daily record low temperatures reported at a
subset of quality-controlled NCDC COOP network stations (except for the most recent decade, which is
based on the entire COOP network as described in Section 5). As described in Meehl et al. (2009), steps
were taken to fill missing data points with simple averages from neighboring days with reported values
when there are no more than two consecutive days missing, or otherwise by interpolating values at the
closest surrounding stations.

Based on the total number of record highs and the total number of record lows set in each decade,
Meehl et al. (2009) calculated each decade’s ratio of record highs to record lows. EPA converted these
values to percentages to make the results easier to communicate.

Although it might be interesting to look at trends in the absolute number of record highs and record
lows over time, these values are recorded in a way that would make a trend analysis misleading. A daily
high or low is registered as a “record” if it broke a record at the time—even if that record has since been
surpassed. Statistics dictate that as more years go by, it becomes less likely that a record will be broken.
In contrast, if a station has only been measuring temperature for 5 years (for example), every day has a
much greater chance of breaking a previous record. Thus, a decreasing trend in absolute counts does
not indicate that the climate is actually becoming less extreme, as one might initially guess. Meehl et al.
(2009) show that actual counts indeed fit a decreasing pattern over time, as expected statistically.

7. Quality Assurance and Quality Control

The NWS has documented COOP methods, including training manuals and maintenance of equipment,
at: www.nws.noaa.gov/os/coop/training.htm. These training materials also discuss quality control of the
underlying data set. Additionally, pre-1948 data in the COOP data set have recently been digitized from
hard copy. Quality control procedures associated with digitization and other potential sources of error
are discussed in Kunkel et al. (2005).
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Quality control procedures for the USHCN are summarized at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#processing. Homogeneity testing and data correction
methods are described in numerous peer-reviewed scientific papers by NCDC. A series of data
corrections was developed to specifically address potential problems in trend estimation of the rates of
warming or cooling in USHCN Version 2. They include:

e Removal of duplicate records

e Procedures to deal with missing data

e Adjusting for changes in observing practices, such as changes in observation time

e Testing and correcting for artificial discontinuities in a local station record, which might reflect
station relocation, instrumentation changes, or urbanization (e.g., heat island effects)

Analysis

8. Comparability Over Time and Space

Long-term weather stations have been carefully selected from the full set of all COOP stations to provide
an accurate representation of the United States for the U.S. Annual Heat Wave Index and the proportion
of record daily highs to record daily lows (Kunkel et al., 1999; Meehl et al., 2009). Some bias may have
occurred as a result of changes over time in instrumentation, measuring procedures, and the exposure
and location of the instruments. The record high/low analysis begins at 1950 in an effort to reduce
disparity in station record lengths.

The USHCN has undergone extensive testing to identify errors and biases in the data and either remove
these stations from the time series or apply scientifically appropriate correction factors to improve the
utility of the data. In particular, these corrections address changes in the time-of-day of observation,
advances in instrumentation, and station location changes.

Homogeneity testing and data correction methods are described in more than a dozen peer-reviewed
scientific papers by NCDC. Data corrections were developed to specifically address potential problems in
trend estimation of the rates of warming or cooling in the USHCN (see Section 7 for documentation).
Balling and Idso (2002) compare the USHCN data with several surface and upper-air data sets and show
that the effects of the various USHCN adjustments produce a significantly more positive, and likely
spurious, trend in the USHCN data. In contrast, a subsequent analysis by Vose et al. (2003) found that
USHCN station history information is reasonably complete and that the bias adjustment models have
low residual errors.

Further analysis by Menne et al. (2009) suggests that:

...the collective impact of changes in observation practice at USHCN stations is
systematic and of the same order of magnitude as the background climate signal. For
this reason, bias adjustments are essential to reducing the uncertainty in U.S. climate
trends. The largest biases in the HCN are shown to be associated with changes to the
time of observation and with the widespread changeover from liquid-in-glass
thermometers to the maximum minimum temperature sensor (MMTS). With respect to
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[USHCN] Version 1, Version 2 trends in maximum temperatures are similar while
minimum temperature trends are somewhat smaller because of an apparent
overcorrection in Version 1 for the MMTS instrument change, and because of the
systematic impact of undocumented station changes, which were not addressed [in]
Version 1.

USHCN Version 2 represents an improvement in this regard.

Some observers have expressed concerns about other aspects of station location and technology. For
example, Watts (2009) expresses concern that many U.S. weather stations are sited near artificial heat
sources such as buildings and paved areas, potentially biasing temperature trends over time. In
response to these concerns, NOAA analyzed trends for a subset of stations that Watts had determined
to be “good or best,” and found the temperature trend over time to be very similar to the trend across
the full set of USHCN stations (www.ncdc.noaa.gov/oa/about/response-v2.pdf). While it is true that
many stations are not optimally located, NOAA's findings support the results of an earlier analysis by
Peterson (2006) that found no significant bias in long-term trends associated with station siting once
NOAA’s homogeneity adjustments have been applied.

9. Sources of Uncertainty

Uncertainty may be introduced into this data set when hard copies of historical data are digitized. As a
result of these and other reasons, uncertainties in the temperature data increase as one goes back in
time, particularly given that there are fewer stations early in the record. However, NOAA does not
believe these uncertainties are sufficient to undermine the fundamental trends in the data. Vose and
Menne (2004) suggest that the station density in the U.S. climate network is sufficient to produce robust
spatial averages.

Error estimates have been developed for certain segments of the data set, but do not appear to be
available for the data set as a whole. Uncertainty measurements are not included with the publication of
the U.S. Annual Heat Wave Index or the CEl seasonal temperature data. Error measurements for the
pre-1948 COOP data set are discussed in detail in Kunkel et al. (2005).

10.Sources of Variability

Inter-annual temperature variability results from normal year-to-year variation in weather patterns,
multi-year climate cycles such as the El Nifio—Southern Oscillation and Pacific Decadal Oscillation, and
other factors. This indicator presents nine-year smoothed curves (Figures 1, 2, and 3) and decadal
averages (Figure 4) to reduce the year-to-year “noise” inherent in the data.

11.Statistical/Trend Analysis

Heat wave trends are somewhat difficult to analyze because of the presence of several outlying values in
the 1930s. Statistical methods used to analyze trends in the U.S. Annual Heat Wave Index are presented

in Appendix A, Example 2, of U.S. Climate Change Science Program (2008). Despite the presence of inter-
annual variability and several outlying values in the 1930s, standard statistical treatments can be applied
to assess a highly statistically significant linear trend from 1960 to 2011. However, the trend over the full
period of record is not statistically significant.
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This indicator does not report on the slope of the apparent trends in Figures 2, 3, and 4, nor does it
calculate the statistical significance of these trends.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Biases may have occurred as a result of changes over time in instrumentation, measuring
procedures, and the exposure and location of the instruments. Where possible, data have been
adjusted to account for changes in these variables. For more information on these corrections,
see Section 7.

2. Observer errors, such as errors in reading instruments or writing observations on the form, are
present in the earlier part of this data set. Additionally, uncertainty may be introduced into this
data set when hard copies of data are digitized. As a result of these and other reasons,
uncertainties in the temperature data increase as one goes back in time, particularly given that
there are fewer stations early in the record. However, NOAA does not believe these
uncertainties are sufficient to undermine the fundamental trends in the data. More information
about limitations of early weather data can be found in Kunkel et al. (2005).
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U.S. and Global Precipitation

Identification

1. Indicator Description

This indicator describes changes in total precipitation over land for the United States and the world from
1901 to 2011. In this indicator, precipitation data are presented as trends in anomalies. Precipitation is
an important component of climate, and changes in precipitation can have wide-ranging direct and
indirect effects on the environment and society.

Components of this indicator include:

e Changes in precipitation in the contiguous 48 states over time (Figure 1)
e Changes in worldwide precipitation over land through time (Figure 2)
e A map showing rates of precipitation change across the United States (Figure 3)

2. Revision History

April 2010: Indicator posted
December 2011: Updated with data through 2010
May 2012: Updated with data through 2011

Data Sources

3. Data Sources

This indicator is based on precipitation anomaly data provided by the National Oceanic and Atmospheric
Administration’s (NOAA’s) National Climatic Data Center (NCDC).

4. Data Availability

Data for this indicator were provided to EPA by NOAA’s NCDC. NCDC calculated these time series based
on monthly values from two NCDC-maintained databases: the U.S. Historical Climatology Network
(USHCN) Version 2 and the Global Historical Climatology Network—Monthly (GHCN-M) Version 2. Both of
these databases can be accessed online.

Contiguous 48 States

Underlying precipitation data for the contiguous 48 states come from the USHCN. Currently, the data
are distributed by NCDC on various computer media (e.g., anonymous FTP sites), with no confidentiality
issues limiting accessibility. Users can link to the data online at:
www.ncdc.noaa.gov/oa/climate/research/ushcn. Appropriate metadata and “readme” files are
appended to the data. For example, see:
ftp://ftp.ncdc.noaa.gov/pub/data/ushcn/v2/monthly/readme.txt.
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Alaska, Hawaii, and Global

GHCN precipitation data can be obtained from NCDC over the Web or via anonymous FTP. For access to
GHCN data, see: www.ncdc.noaa.gov/ghcnm/v2.php. There are no known confidentiality issues that
limit access to the data set, and the data are accompanied by metadata.

Methodology

5. Data Collection

This indicator is based on precipitation measurements collected from thousands of weather stations
throughout the United States and over land worldwide using standard meteorological instruments. Data
for the contiguous 48 states were compiled in the USHCN. Data for Alaska, Hawaii, and the rest of the
world were taken from the GHCN. Both of these networks are overseen by NOAA and have been
extensively peer reviewed. As such, they represent the most complete long-term instrumental data sets
for analyzing recent climate trends. More information on these networks can be found below.

Contiguous 48 States

USHCN Version 2 contains total monthly precipitation data from approximately 1,200 stations within the
contiguous 48 states. The period of record varies for each station but generally includes most of the 20"
century. One of the objectives in establishing the USHCN was to detect secular changes of regional
rather than local climate. Therefore, stations included in the network are only those believed to not be
influenced to any substantial degree by artificial changes of local environments. Some of the stations in
the USHCN are first-order weather stations, but the majority are selected from U.S. cooperative weather
stations (approximately 5,000 in the United States). To be included in the USHCN, a station had to meet
certain criteria for record longevity, data availability (percentage of available values), spatial coverage,
and consistency of location (i.e., experiencing few station changes). An additional criterion, which
sometimes compromised the preceding criteria, was the desire to have a uniform distribution of stations
across the United States. Included with the data set are metadata files that contain information about
station moves, instrumentation, observing times, and elevation. NOAA’s website
(www.ncdc.noaa.gov/oa/climate/research/ushcn) provides more information about USHCN data
collection.

Alaska, Hawaii, and Global

GHCN Version 2 contains monthly climate data from 20,590 weather stations worldwide. Data were
obtained from many types of stations.

NCDC has published documentation for the GHCN. For more information, including data sources,
methods, and recent improvements, see: www.ncdc.noaa.gov/ghcnm/v2.php and the sources listed
therein.
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6. Indicator Derivation

NOAA calculated monthly precipitation totals for each site. In populating the USHCN and GHCN, NOAA
employed a homogenization algorithm to identify and correct for substantial shifts in local-scale data
that might reflect changes in instrumentation, station moves, or urbanization effects. These adjustments
were performed according to published, peer-reviewed methods. For more information on these quality
assurance and error correction procedures, see Section 7.

In this indicator, precipitation data are presented as trends in anomalies. An anomaly represents the
difference between an observed value and the corresponding value from a baseline period. This
indicator uses a baseline period of 1901 to 2000. The choice of baseline period will not affect the shape
or the statistical significance of the overall trend in anomalies. For precipitation (percentage anomalies),
it moves the curve up or down and may change the magnitude slightly.

To generate the precipitation time series, NOAA converted measurements into anomalies for total
monthly precipitation, in millimeters. Monthly anomalies were added to find an annual anomaly for
each year, which was then converted to a percent anomaly—i.e., the percent departure from the
average annual precipitation during the baseline period.

To achieve uniform spatial coverage (i.e., not biased toward areas with a higher concentration of
measuring stations), NOAA averaged anomalies within grid cells on the map to create “gridded” data
sets. The graph for the contiguous 48 states (Figure 1) and the map (Figure 3) are based on an analysis
using grid cells that measure 2.5 degrees latitude by 3.5 degrees longitude. The global graph (Figure 2)
comes from an analysis of grid cells measuring 5 degrees by 5 degrees. These particular grid sizes have
been determined to be optimal for analyzing USHCN and GHCN climate data; see:
http://www.ncdc.noaa.gov/oa/climate/research/ushcn/gridbox.html for more information.

Figures 1 and 2 show trends from 1901 to 2011, based on NOAA’s gridded data sets. Although earlier
data are available for some stations, 1901 was selected as a consistent starting point.

The map in Figure 3 shows long-term rates of change in precipitation over the United States for the
1901-2011 period except for Alaska and Hawaii, for which widespread and reliable data collection did
not begin until 1918 and 1905, respectively. A regression was performed on the annual anomalies for
each grid cell. Trends were calculated only in those grid cells for which data were available for at least 66
percent of the years during the full period of record. The slope of each trend (percent change in
precipitation per year) was calculated from the annual time series by ordinary least-squares regression
and then multiplied by 100 to obtain a rate per century. No attempt has been made to portray data
beyond the time and space in which measurements were made.

7. Quality Assurance and Quality Control
Both the USHCN and the GHCN have undergone extensive quality assurance procedures to identify

errors and biases in the data and either remove these stations from the time series or apply correction
factors.
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Contiguous 48 States

Quality control procedures for the USHCN are summarized at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#processing. Homogeneity testing and data correction
methods are described in numerous peer-reviewed scientific papers by NOAA’s NCDC. A series of data
corrections was developed to specifically address potential problems in trend estimation in USHCN
Version 2. They include:

e Removal of duplicate records

e Procedures to deal with missing data

e Testing and correcting for artificial discontinuities in a local station record, which might reflect
station relocation or instrumentation changes

Alaska, Hawaii, and Global

QA/QC procedures for GHCN precipitation data are described at: www.ncdc.noaa.gov/ghcnm/v2.php.
GHCN data undergo rigorous quality assurance reviews, which include pre-processing checks on source
data; removal of duplicates, isolated values, and suspicious streaks; time series checks that identify
spurious changes in the mean and variance; spatial comparisons that verify the accuracy of the
climatological mean and the seasonal cycle; and neighbor checks that identify outliers from both a serial
and a spatial perspective.

Analysis

8. Comparability Over Time and Space

Both the USHCN and the GHCN have undergone extensive testing to identify errors and biases in the
data and either remove these stations from the time series or apply scientifically appropriate correction
factors to improve the utility of the data. In particular, these corrections address advances in
instrumentation and station location changes. See Section 7 for documentation.

9. Sources of Uncertainty

Uncertainties in precipitation data increase as one goes back in time, as there are fewer stations early in
the record. However, these uncertainties are not sufficient to undermine the fundamental trends in the
data.

Error estimates are not readily available for U.S. or global precipitation. Vose and Menne (2004) suggest
that the station density in the U.S. climate network is sufficient to produce a robust spatial average.

10.Sources of Variability

Annual precipitation anomalies naturally vary from location to location and from year to year as a result
of normal variation in weather patterns, multi-year climate cycles such as the El Nifio—Southern
Oscillation and Pacific Decadal Oscillation, and other factors. This indicator accounts for these factors by
presenting a long-term record (more than a century of data) and averaging consistently over time and
space.
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11. Statistical/Trend Analysis

This indicator uses ordinary least-squares regression to calculate the slope of the observed trends in
precipitation, but does not indicate whether each trend is statistically significant. A simple t-test
indicates that some of the observed trends are significant to a 95 percent confidence level, while others
are not. To conduct a more complete analysis, however, would potentially require consideration of
serial correlation and other more complex statistical factors.

12.Data Limitations

Factors that may impact the confidence, application, or conclusions drawn from this indicator are as
follows:

1. Biases in measurements may have occurred as a result of changes over time in instrumentation,
measuring procedures, and the exposure and location of the instruments. Where possible, data
have been adjusted to account for changes in these variables. For more information on these
corrections, see Section 7.

2. Uncertainties in precipitation data increase as one goes back in time, as there are fewer stations
early in the record. However, these uncertainties are not sufficient to undermine the
fundamental trends in the data.
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Heavy Precipitation

Identification

1. Indicator Description

This indicator tracks the frequency of heavy precipitation events in the United States between 1895 and
2011. The potential impacts of heavy precipitation include crop damage, soil erosion, flooding, and
diminished water quality.

Components of this indicator include:

e Percent of land area in the contiguous 48 states experiencing abnormal amounts of annual
rainfall from one-day precipitation events (Figure 1)

e Percent of land area in the contiguous 48 states with unusually high annual precipitation (Figure
2)

2. Revision History
April 2010: Indicator posted

December 2011: Updated with data through 2010
March 2012: Updated with data through 2011

Data Sources

3. Data Sources

This indicator is based on precipitation measurements collected at weather stations throughout the
contiguous 48 states. Most of the stations are part of the U.S. Historical Climatology Network (USHCN), a
database compiled and managed by the National Oceanic and Atmospheric Administration’s (NOAA's)
National Climatic Data Center (NCDC). Indicator data were obtained from NCDC.

4. Data Availability

USHCN precipitation data are maintained at NOAA’s NCDC, and the data are distributed on various
computer media (e.g., anonymous FTP sites), with no confidentiality issues limiting accessibility. Users
can link to the data online at: www.ncdc.noaa.gov/oa/climate/research/ushcn/#access.

Appropriate metadata and “readme” files are appended to the data so that they are discernible for
analysis. For example, see: ftp://ftp.ncdc.noaa.gov/pub/data/ushcn/v2/monthly/readme.txt.
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Figure 1. Extreme One-Day Precipitation Events in the Contiguous 48 States, 1910-2011

NOAA has calculated each of the components of the U.S. Climate Extremes Index (CEl) and has made
these data files publicly available. The data set for extreme precipitation (CEl step 4) can be downloaded
from: ftp://ftp.ncdc.noaa.gov/pub/data/cei/dk-step4.01-12.results. A “readme” file (at
ftp://ftp.ncdc.noaa.gov/pub/data/cei) explains the contents of the data files.

Figure 2. Unusually High Annual Precipitation in the Contiguous 48 States, 1895-2011

Standardized Precipitation Index (SPI) data are publicly available and can be downloaded from:
ftp://ftp.ncdc.noaa.gov/pub/data/cirs. This indicator uses 12-month SPI data, which are found in the file
“drd964x.sp12.txt.” This FTP site also includes a “readme” file that explains the contents of the data
files.

Constructing Figure 2 required additional information about the U.S. climate divisions. The land area of
each climate division can be found by going to: www.ncdc.noaa.gov/oa/climate/surfaceinventories.html
and viewing the “U.S. climate divisions” file (exact link:
ftp://ftp.ncdc.noaa.gov/pub/data/inventories/DIV-AREA.TXT). For a guide to the numerical codes
assigned to each state, see: ftp://ftp.ncdc.noaa.gov/pub/data/inventories/COOP-STATE-CODES.TXT.

Methodology

5. Data Collection

This indicator is based on precipitation measurements collected by a network of thousands of weather
stations spread throughout the contiguous 48 states. These stations are currently overseen by NOAA,
and they use standard gauges to measure the amount of precipitation received on a daily basis. Some of
the stations in the USHCN are first-order weather stations, but the majority are selected from U.S.
cooperative weather stations (approximately 5,000 in the United States).

NOAA’s NCDC has published extensive documentation about data collection methods for the USHCN
data set. See: www.ncdc.noaa.gov/oa/climate/research/ushcn, which lists a set of technical reports and
peer-reviewed articles that provide more detailed information about USHCN methodology. See:
www.ncdc.noaa.gov/oa/ncdc.html for information on other types of weather stations that have been
used to supplement the USHCN record.

6. Indicator Derivation

Figure 1 and Figure 2 are based on similar raw data (i.e., daily precipitation measurements), but were
developed using two different models because they show trends in extreme precipitation from two
different perspectives.

Figure 1. Extreme One-Day Precipitation Events in the Contiguous 48 States, 1910-2011

Figure 1 was developed as part of NOAA’s CEl, an index that uses six different variables to examine

trends in extreme weather and climate. This figure shows trends in the prevalence of extreme one-day
precipitation events, based on a component of NOAA's CEl (labeled as Step 4) that looks at the
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percentage of land area within the contiguous 48 states that experienced a much greater than normal
proportion of precipitation derived from extreme one-day precipitation events in any given year.

In compiling the CEl, NOAA applied more stringent criteria to select only those stations with data for at
least 90 percent of the days in each year as well as 90 percent of the days during the full period of
record. Applying these criteria resulted in the selection of only a subset of USHCN stations. To
supplement the USHCN record, the CEl (and hence Figure 1) also includes data from NOAA’s Cooperative
Summary of the Day (TD3200) and pre-1948 (TD3206) daily precipitation stations. This resulted in a total
of over 1,300 precipitation stations.

NOAA scientists computed the data for the CEl and calculated the percentage of land area for each year.
They performed these steps by dividing the contiguous 48 states into a 1-degree by 1-degree grid and
using data from one station per each grid box, rather than multiple stations. This was done to eliminate
many of the artificial extremes that resulted from a changing number of available stations over time.

For each grid cell, the indicator looks at what portion of the total annual precipitation occurred on days
that had “extreme” precipitation totals. Thus, the indicator essentially describes what percentage of
precipitation is arriving in short, intense bursts. “Extreme” is defined as the highest 10" percentile,
meaning an “extreme” one-day event is one in which the total precipitation received at a given location
during the course of the day is at the upper end of the distribution of expected values (i.e., the
distribution of all one-day precipitation totals at that location during the period of record). After
extreme one-day events were identified, the percentage of annual precipitation occurring on extreme
days was calculated for each year at each location. The subsequent step looked at the distribution of
these percentage values over the full period of record, then identified all years that were in the highest
10" percentile. These years were considered to have a “greater than normal” amount of precipitation
derived from extreme precipitation events at a given location. The top 10" percentile was chosen so as
to give the overall index an expected value of 10 percent. Finally, data were aggregated nationwide to
determine the percentage of land area with “greater than normal” precipitation derived from extreme
events in each year.

The CEl can be calculated for individual seasons or for an entire year. This indicator uses the annual CEl,
which is shown by the columns in Figure 1. To smooth out some of the year-to-year variability, EPA
applied a nine-point binomial filter, which is plotted at the center of each nine-year window. For
example, the smoothed value from 2002 to 2010 is plotted at year 2006. NOAA NCDC recommends this
approach and has used it in the official online reporting tool for the CEL.

EPA used endpoint padding to extend the nine-year smoothed lines all the way to the ends of the period
of record. As recommended by NCDC, EPA calculated smoothed values as follows: If 2011 was the most
recent year with data available, EPA calculated smoothed values to be centered at 2008, 2009, 2010,
and 2011 by inserting the 2011 data point into the equation in place of the as-yet-unreported annual
data points for 2012 and beyond. EPA used an equivalent approach at the beginning of the time series.

The CEl has been extensively documented and refined over time to provide the best possible
representation of trends in extreme weather and climate. For an overview of how NOAA constructed
Step 4 of the CEl, see: www.ncdc.noaa.gov/oa/climate/research/cei/cei.html. This page provides a list of
references that describe analytical methods in greater detail. In particular, see Gleason et al. (2008).
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Figure 2. Unusually High Annual Precipitation in the Contiguous 48 States, 1895-2011

Figure 2 shows trends in the occurrence of abnormally high annual total precipitation based on the SPI,
which is an index based on the probability of receiving a particular amount of precipitation in a given
location. Thus, this index essentially compares the actual amount of annual precipitation received at a
particular location with the amount that would be expected based on historical records. An SPI value of
zero represents the median of the historical distribution; a negative SPI value represents a drier-than-
normal period and a positive value represents a wetter-than-normal period.

The Western Regional Climate Center (WRCC) calculates the SPI by dividing the contiguous 48 states into
344 regions called “climate divisions” and analyzing data from weather stations within each division. A
typical division has 10 to 50 stations, some from USHCN and others from the broader set of cooperative
weather stations. For a given time period, WRCC calculated a single SPI value for each climate division
based on an unweighted average of data from all stations within the division. This procedure has been
followed for data from 1931 to present. A regression technique was used to compute divisional values
prior to 1931 (Guttman and Quayle, 1996).

WRCC and NOAA calculate the SPI for various time periods ranging from one month to 24 months. This
indicator uses the 12-month SPI data reported for the end of December of each year (1895 to 2011). The
12-month SPIl is based on precipitation totals for the previous 12 months, so a December 12-month SPI
value represents conditions over the full calendar year.

To create Figure 2, EPA identified all climate divisions with an SPI value of +2.0 or greater in a given year,
where +2.0 is a suggested threshold for “abnormally high” precipitation (i.e., the upper tail of the
historical distribution). For each year, EPA then determined what percentage of the total land area of
the contiguous 48 states these “abnormally high” climate divisions represent. This annual percentage
value is represented by the thin curve in the graph. To smooth out some of the year-to-year variability,
EPA applied a nine-point binomial filter, which is plotted at the center of each nine-year window. For
example, the smoothed value from 2002 to 2010 is plotted at year 2006. NOAA NCDC recommends this
approach and has used it in the official online reporting tool for the CEl (the source of Figure 1).

EPA used endpoint padding to extend the nine-year smoothed lines all the way to the ends of the period
of record. As recommended by NCDC, EPA calculated smoothed values as follows: If 2011 was the most
recent year with data available, EPA calculated smoothed values to be centered at 2008, 2009, 2010,
and 2011 by inserting the 2011 data point into the equation in place of the as-yet-unreported annual
data points for 2012 and beyond. EPA used an equivalent approach at the beginning of the time series.

Like the CEl, the SPI is extensively documented in the peer-reviewed literature. The SPI is particularly
useful among drought and precipitation indices because it can be applied over a variety of time frames
and because it allows comparison of different locations and different seasons on a standard scale.

For an overview of the SPI and a list of resources describing methods used in constructing this index, see
NDMC (2011) and the following websites:
http://Iwf.ncdc.noaa.gov/oa/climate/research/prelim/drought/spi.html| and
www.wrcc.dri.edu/spi/explanation.html. For more information on climate divisions and the averaging
and regression processes used to generalize values within each division, see Guttman and Quayle
(1996).
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General Discussion

This indicator does not attempt to project data backward before the start of regular data collection or
forward into the future. All values of the indicator are based on actual measured data. No attempt has
been made to interpolate days with missing data. Rather, the issue of missing data was addressed in the
site selection process by including only those stations that had very few missing data points.

7. Quality Assurance and Quality Control

USHCN precipitation data have undergone extensive quality assurance and quality control (QA/QC)
procedures to identify errors and biases in the data and either remove these stations from the time
series or apply correction factors. These quality control procedures are summarized at:
www.ncdc.noaa.gov/oa/climate/research/ushcn/#processing. A series of data corrections was
developed to specifically address potential problems in trend estimation in USHCN Version 2. They
include:

e Removal of duplicate records

e Procedures to deal with missing data

e Testing and correcting for artificial discontinuities in a local station record, which might reflect
station relocation or instrumentation changes

Data from weather stations also undergo routine QC checks before they are added to historical
databases in their final form. These steps are typically performed within four months of data collection
(NDMC, 2011).

QA/QC procedures are not readily available for the CEl and SPI, but both of these indices have been

published in the peer-reviewed literature, indicating a certain degree of rigor.

Analysis

8. Comparability Over Time and Space

To be included in the USHCN, a station had to meet certain criteria for record longevity, data availability
(percentage of missing values), spatial coverage, and consistency of location (i.e., experiencing few
station changes). The period of record varies for each station but generally includes most of the 20™
century. One of the objectives in establishing the USHCN was to detect secular changes of regional
rather than local climate. Therefore, stations included in the network are only those believed to not be
influenced to any substantial degree by artificial changes of local environments.

9. Sources of Uncertainty

Error estimates are not readily available for daily precipitation measurements or for the CEl and SPI
calculations that appear in this indicator. In general, uncertainties in precipitation data increase as one
goes back in time, as there are fewer stations early in the record. However, these uncertainties should
not be sufficient to undermine the fundamental trends in the data. The USHCN has undergone extensive
testing to identify errors and biases in the data and either remove these stations from the time series or
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apply scientifically appropriate correction factors to improve the utility of the data. In addition, both
parts of the indicator have been restricted to stations meeting specific criteria for data availability.

10.Sources of Variability

Precipitation varies from location to location and from year to year as a result of normal variation in
weather patterns, multi-year climate cycles such as the El Nifio—Southern Oscillation and Pacific Decadal
Oscillation, and other factors. This indicator accounts for these factors by presenting a long-term record
(a century of data) and aggregating consistently over time and space.

11.Statistical/Trend Analysis

EPA has determined that the time series in Figure 1 has an increasing trend of approximately half a
percentage point per decade and the time series in Figure 2 has an increasing trend of approximately
0.15 percentage points per decade. Both of these trends were calculated by ordinary least-squares
regression, which is a common statistical technique for identifying a first-order trend. Analyzing the
significance of these trends would potentially require consideration of serial correlation and other more
complex statistical factors.

12.Data Limitations

Factors that may impact the confidence, application, or co