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INTRODUCTION AND OBJECTIVES

Parameterizing and measuring sediment resuspension is a most challenging
scientific problem which must be reliably solved if optimal toxic substance
management practices are to be identified for the Great Lakes, Connecting
Channels and Areas of Concern. This scientific goal is being addressed from a
number cf different points of view which contain varying degrees of resolution
and quite different analytical viewpoints, but are united in the fact that
these methods are all recently developed, to a greater or lescer ex*ent are
untested, and most impo-tantly, must allow es*imates to be made which are
valid over *he iong tzr life of the management plans.

The inten¢ ~f this d-cument i3 to present a procedurs for escimating the
resusnen.ion poten.jal of a region wnic* aiiow§ forecasts tc uve made over such
long perinds of time.' The level of stru:turé in this model wili nrovide
an.wel s requ1réd for the fate and disposal mode’s of the type being develcned
for EPA Grossc Ilq Laboratory by Dr. Dominic Di Toro. The method iz applied
in the sense that results from existing though perhaps not fully tested
experiments are brought together, therefore the methodology is marked by its
comprehensive amalgamation of existing data and not by any newly developed
concept. Further, this method brings together the best features of both
stochastic and deterministic modeling and data collection and analyses which
appears to be a much more efficient use of these approaches than the usually
mutually exclusive treatments. The authors fully well realize that full
mechanistic analysis and modeling have been somewhat suppressed; rather this
approach is presented in the spirit of being a "first cut tool" for regulation
and monitoring personnel which requires readily available, operationally
collected data, and results in identification of areas requiring much further

and more advanced analysis.



This is an interim report based on the author's work on EPA Agreement No.
R0O05852-01. As this project is part of the Trenton Channel, Connecting

Channels work, this area becomes the first application of the method.

AN OVERVIEW OF RESUSPENSICN AND ENTRAINMENT'

The Setting

Resuspersion of bottom sediments is the nat result of: a wide variety of
difierent fluid mechanical processes with vuriability spanning wore than six
decades in tim2 and spa.e scale; narticle maizrial _croperties such as size
dictridution and comrositinn; and bottom characteristics such as th-~ degree or
consolidation, roughness, bedfor..s 3ind bioturhatien., The :ggrecate of chese
effects is ccrcentr2ted in a thin regio~ 2djacert tc and withir the bottom
cdlley Lhé oénthic boundzrv Tlayer Aftes Rowuen (197R), it isﬁthed tha{
wiphih this thin larer, very strcng've:t‘ca1 gradientc in gphysical, chemical
and biological parameters occur.

From the review article by Bedford and Abdelrhman (1987) and the works of
McCave (1976), Nihoul (1977), Bowden (1978) and Nowell and Hollister (1986},
Fig. 1 contains a schematic of the factors affecting the bottom boundary layer
and therefore resuspension. In the sequel, this review and methodology do not
address large scale geological effects such as rifts, nor very large impulsive
loadings such as caused by earthqu%kes, water spouts or “released" ice-dams.
Attention is focused on the fluid mechanical effects and those particle and
small scale bottom factors affecting the prediction of entrainment,

As noted in Bedford and Abdelrhman (1987), the fluid mechanical
mechanisms are quite diverse and broad band., Table 1 (after Boyce, 1974)
summarizes a list of such processes. It should be emphasized that not all

these phenomena exist simultaneously; indeed much of the entrainment estimate




can Jjustifiably be done with models incorporating one or at most fwo
monochromatic forcing functions. It is possible to group all these phenomena
into four broad classes of fluid forcing functions including: (1) oscillatory
motions composed of short and long period surface gravity waves and/or
internal waves: 2.) steady or quasi-steady (time variation as a sequence of
steady steps) currents; 3.) Coriolis effects; and 4.) turtulencc restlting

from current shear, sepurited flows and breasing waves, eic.

Defini.ions and u~ntinuum Equations - Nea:doctom

In order to define cervain terms anu as an aid to seeing vhat factor< are
beiny pxrame*erized in the resuspen<ioan prucedure, it is nece<sary .o present
a summary of certjinvkey equat*ons'tb?t govern the disc.ibution nf sediment
~oncantrition cad bhdrizoniu1 and vertical fluxes near and 3. the bnrttum.
Following Lumley (1978). the 'conse"va*iun of mass cguatior fof a dilute
suspension - can be written for each grain size in the distribution. In this .
fashion, each equation would have 1its own particle settling ve]ociEz and
source sink term for flocculation, etc. Conversely, an equation for the total
sediment concentration can be derived which has a time and space varying
settling velocity, i.e., a full knowledge of the grain size distribution is
required. For the sake of discussion, Equation (1) can be written for the
concentration of a grain size c]aés with settling velocity w,. Figure 2
contains the coordinate system which is referenced to a streamline coordinate
(x) in the horizontal and vertical coordinate z which is perpendicular to the
x coordinate and (hopefully) aligned with gravity. The overbar indicates

traditional Reynolds averaging for turbulence analysis.




R (1)

In these equations, the horizontal (x) and vertical (z) fluxes are defined at

a point in the water columns as

Nx + - D% (2)
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where u and w are the horizontal and vertical rluid velocities in the x ang y
direction, respectivily; e is the settliny velocity for the particle size
class; D i, a ccafficient accountingvfor transport by molecular effects; Nx
and Nz, tk: fiuxes, have units of mass>per area per time .(M/L‘/:) ii, the
: respecti’e dirzction; and > %s a sourcessink te}m accornting for T]occu]atfon;

coagulation, etc. The Reynolds temporal averaging i< based upun the following

deccmpesition for any variable a;

a= a+ a
where [ -% f§+T a dt (4)

If Equation (3) is evaluated at the bottom, z = 0, then the time average

vertical velocity, w, is zero and the vertical flux at the bottom is

_N-z (X,ZT-O’t) = NZO = wlcl - ﬁ - D % (5)

Term (b.) is the deposition flux (always negative), term (c.) is the molecular
flux (positive or negative) and term (a) is the entrainment or resuspension

flux (positive). The molecular flux term is usually considered quite small.
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Relating the bottom flux Nzo to the transport activity at a point n'ot
too far off the bottom is important in that both the measurement of Nzo and
specification of Nzo in grid-based predictive-deterministic models requires
this relation. Two procedures exist; the first is based upon an integral
control volume approach; while the second is a direct numerical approximation
of the derivatives in Equation (1). |

If as in Figure 1 the control volume is defined as =xtending over dz
between the bot.om z =0 and z=7n, the 1integrai expression Nzo becomes

(Bedford et al., 1°87a_ 1987b) fc~ a flat bottom:

m

—.;.g_ cc- . = | -2 .3 3
Nzo = JF ‘o CO: ¥ Nz (x,z n,t?) + S (3)

Equation (6) can oe airectly solved fer e.trainment

.7
wc (z=0) = d—g fo 3dz + Nz(x,z=n.t) + wSE (x,2=0,t)
3Nx . .
e T o . M

This equation is the basis for the resuspension measurements reported Tlater
on.

A second procedure involves direct approximation of the derivatives in
Equation (1). Finite differences or elements are used and the heart of such a
method is the presumption that the variation in the dependent variable c is
in a polynomial form. Therefore, the vertical variation of ¢ is assumed a
priori. No such assumption is necessary in Equations (6) and (7). By
assuming simple centered second order approximations (quadratic polynomial
variation) extending from the bottom 2z=Q to 2z=n, then a time and space

centered second order computational approximation for Equation (1) becomes:

Nzo = 1 EETS c(x,z=m/2,t) + —= - S5 ] + Nz (x,z=1,t) (8)



Although somewhat similar to Equation (6), considerable differences occur
particularly as regards the accumulation of error in the numerical approxi-
mation to the time and space derivatives. Again, with available data on

¢ (x,z=0,t), wc' (x,2=0,t) becomes:
wc (z=0) = n E%% (x,2z =:§, t) + =5 - 3] + ﬁz(x,z=rkt) + wSE(x,z=0,t) (9)

Definitions and Eguations - Water Column HMass Balance

While the continuum Aescription is useful ia defiaing the details of
re<uspension and deposition at the botiom, the information on ris:spension is
to be emploayed i.. mass balance mode:s ot the entire water coiumn. Such mass
balance equations are convenienti: formed'from a control volume point of view
and have beer derived elsewhere in many‘different rorms. Ac in the previuus
.Esection, one i:can dérive these foruulae for each tr_"‘ain siz; class with a
;constant W for each class cize or thé ~quations fur the mixture corzentration
and a time and space vqryingAwS can be employed.

For the Trenton Channel which is hasically a river, the simplest control
volume (Figure 3) would have a length & and extend across the width and
depth of the channel at the particular cross section. Using area averaged
definitions for the dependent variables, the mass balance equation for this

control volume element becomes

d(CAAX) | D(UCAAX) . B A, L ;L ot *
st o * o [KADX ax] + SC + SE + SD =0 (10)

In this equation, C is the area average mass concentration, (M/L3); A s

2

the cross sectional area at the middle of the control volume, (L%); U is the

cross section average velocity, (L/t); K is a coefficient incorporating
*

turbulence effects (dispersion, diffusivity, etc.), (Lz/t); SC is a source

sink term accounting for creation or destruction of the grain class size due



N .
to flocculation, coagulation, disaggregation, etc. (M/t); SE is the time rate

at which sediment mass is entrained into the control volume from the bottom,
*

0
deposition, (M/t).

(M/t); and S, is the time rate at which mass is eliminated from the «c¥ by

If as 1is often done for Tlong time period calculations, the cross
sectional 3rea is assumed not to vary substantially from one time step to the
next, Fquation (1U) can be put on an intensive basis by dividing through oy

the volume, V, of the cv, /= AAX); this yields

&
S

o 1 2 C _ ,
* g (UC)+ x5 (KA 52 ) + 5.+ S +5,=0 (11)

In Equation (11), S.= S./ ¥; S.= Q;/V: and SE= SE/u

As activities countrib.ting to SC coeur witrfn‘the wdoer co1umn4and~are
boiag addressed 'in othzr research nrograms, no furtber di;CUSSi“u 7w e
occurs, While aspects of $D are also considered, the major focus of the rest
of this report 1is in specification of SE. Before discussing various
hypothesized forms for SE, it is important to see how SE relates to Nzo
(Equation 5) and terms a, b, and c. First of all as mentioned before, term c
(Equ 5.) is ignored. With regard to entrainment (term a) SE (Equation 10) is
the time rate of change of mass injected into the cv off the bottom of the

¢y covered by water. If the bottoﬁ area is defined as AB then S; and term a

are related as follows:

*

Se = J [wch dag (12)
If w'c' is constant across the bottom, then

*

S- =wc' A (13)



By following the same 1line of reasoning, the deposition term can be

evaluated. In total then:

%*

S¢

+ SB = [ [ Nzo dAB = [(w'c' - wSE) dAB (14)

‘The conversion tu mass per control volume.per unit time requires division by
V as defined for equation (11). All these relations may also be performed For
grid based control volumes such as used in two and three dimensiolal .ncodels.

In this case, AR becumes the bottom zrea of ihe grin zell.

Summary of Emnirical/“yp-thesized . Parameterizations. for Intrainment and

Deposition

An extensiYe.serigs of fprms for Sgand Sg exist. From work, performec
for other reseaéch (1ee and B;dford: 1986), a nvmber of fo;hs for'SPecifying‘
these source sink terms have be-n revieweu and tabu1ariéed in Tables 2 ard
3. Table 4 contains a summary of various forms suggested for calculating the

settling velocity w In some sense, a number of the following features are

o*
embodied in these formulae. First, entrainment is parameterized by a
difference between fluid water column activity as measured by shear and a
critical shear which represents the material strength of the bottom. Second,
most of these formulae incorporate some measure of the degree of compaction of
the bottom material. The use of deposition time for this measure by Ziegler
and Lick (1986) has a number of modeling attributes. The result of these
features 1is the necessity then of including “bottom" effects in the
entrainment representation., Third, the effects of fine grain often cohesive
sediments introduce complexities in both entrainment and deposition rates and
their prediction although close examination of all formulae reveals deposition

rates to be still primarily driven by the settling velocity w Fourth, the

X




effects of flocculation and bioturbation are for the most part exc]udéd.
Finally, in this author's opinion, most of these formulae have never been
tested with in-situ data.

For purposes of this work, the models for SE and SD presented in Ziegler

and Lick (1986) will be used as summarized in Table 5.

RELATINNSHIP BETWEEN ENTRAINMENT/DEPOSTTION AND FORCING FUNCTIONS

From the summary information in Tables 2-5, it is clear that three items
are quite important in the parameterization of SE and Sp: the grain size
Jdistribution of the suspenaed materiai; sume knowledge cf the bottom material
conditions, i.e., aegree of cuansolidatic.i, shear strength, etc., and the near
hottom _hea:~ stress gene:ited by water calumn velocjuy gradients. Of crfticaI
importance £o Ege determination.of SE . eﬁphasiied here, are the iast two,
asarticularly the shear étress. The shear stress acting on thl bottom .esrits, '
as mgntioned earlier, from a variéty of different and >ften superimposed water
column processes which will be cglled forc{ng functions. Within each class of
forcing function (Table 1) there may be several subsets of the same process;
for instance, surface gravity waves may, as a result of storms, be freshly
created in the wind direction but superimposed on swell arriving from a
different direction due to a previous wind conditien,

From the article by Bedford and Abdelrhman (1987) mechanistic or boundary
layer formulations are available which have been partially verified for in-
situ conditions and which can be used to relate the bottom shear, =, (egn
5.3, Table 5) to more readily measured variables such as average water column
velocity or wave characteristics. Three classes of these boundary layer
formulations exist for each as distinguished by the type of forcing function

to be included in the estimate for shear: 1.) Steady or quasi steady



currents; 2.) oscillatory wave driven from either wind driven or interﬁa]
waves; and 3) combined wave current forcing functions. While a detailed
review of all the theories in these categories is beyond the report, it is
possible to summarize for each of these three several prevalent methods for
determining bottom shear < or L Table 6 contains those for steady f]ow,
Table 7 addresses wave only conditions, while Table 8 contains the combined
wave/current flow shear stress procedure due to Grant (see Grant and Madsen,
1986 and Glenn and Grant, 1987). It should be noted that corbined Vv1ow bottom
shear is not the cimple sum of stcady current ard wave bottom shear. Indeed,
tne Grant (Grant and Madsen, 1979) exrressions re.lect non-linear interactions
which have been partially fi«ld verified (Grant et a'., 1984). For steadv or
quasi-steady open channel flow it_is also pcssible tu derive expressions for
bottom shear in terms of the av;rage velocjty %r flow (valin, 1978).

In reviewing these formufae, it is necessary to first justify dr assume
that tnat particular boundary layer solution exists {n situ for the forcing
functions being incorporated into <. Tt is also apparent that these formulae
require a measure of the temporal average velocity near the bed or the water
column average velocity or flow and/or the wave characteristics including
period, amplitude, and wavelength. The necessity of specifyng these data is,
on the one hand, an improvement in that these data are much easier to measure
or estimate than the shear stress or entrainment. However, flow and wave data
are directly related to atmospheric phenomena which are stochastic. An
extremely difficult decision is therefore required as to which set of flow and
wave conditions (i.e., what average) to use in estimating shear and in turn
resuspension. Indeed, there 1is extreme variability in the flow and wave
conditions. which varies from day to day and season to season. As it is not

possible to simulate all the possible resuspension conditions in deterministic

-10-




models and since it is also not possible to measure resuspension for all
possible types of forcing function conditions, it appears necessary to recast

this problem by consideration of a probabilistic/stochastic approach.

PROBABILISTIC WATER COLUMN SEDIMENT MASS BALANCE MODEL

A stochastic/probabilistic or conjunctive framework for calculating
expected average water columrn concentrations of tuxics and tnreir varianca has
been developed by DBiToro et al,, 1985, 2nd as the entrainment estimatior
prczedure meshes with it, the method is briefly summarized as adapted to the
cas2 of sediment transcort, | |

If » waterwav such 5 *the Trenton Channel is .egmented into a scquence ~f
control volumes each extending.across the channel so the one dimeniional case
iapplies) then;a mass balance éqﬁa*ion for eacr cont,ol ve'um~ ran te writcen
in vector matrix form for a grain siz2 cvass concentratien, ¢,

de

S=-A c+ Sg(t) ' ' (15)

where A is a square matrix of transfer coefficients resulting from
discretizing the advection and dispersion terms, settling of material out of
control volume, and inclusion of all bio-chemical first-order reaction rates
that may result in the creation or destruction of mass within the class
size. Flocculation and aggregation'are ignored at this time. SE(t) is the
entrainment source/source column vector with each entry representing the
resuspension input from the individual control volumes. The entries in

Sc(t) are related to Equations (10), (11), and (12) in that for a system of N

E
contral volumes, each with its own volume ¥

_ * * * T
Sg(t) = | Sg /¥y Sg MNos o o o Sp ¥y | (16)

and sE is determined from equation 13 and equation 5.2 in Table 5.



Implementation of the probabilistic approach requires calculating the
spatial and temporal distribution of the first two moments of the statistics,

i.e., the average or expected concentration and the variance,

Average concentration equation An equation for the expected value of the

concentration is found from the matrix solution of Equation {17), i.e.,

d<c: _
= A<e>+< Sg > (17)

where < a > = E (a); the expected valuc of «

Variance equation As derived in Di Toro ¢t al., 1385, the variance equation

is defined as

dE _
== -AI-IA

T
+ < | Sg- < Sg > || c - <c>|T>
| 3

+ < | € - <©> ><Sp- <Sp> |T> (18)

" where
L=< | c-<c> I| c-<c¢> |T> (19)

and

A

| c - <o '| Sg- <Sp> IT

£ At=n) | Sgm) - <sp |[sg(t) - < sp|Tds (20)

o e

Specialized input conditions Specifying the time variation of SE in Equation
(20) can be simplified to a certain extent by assuming a simplified behavior
for the spectrum of the variance for SE and then via a superposition principle

generating the desired resuspension variance input.

-12-



Case 1: White noise

For a flat spectrum or “"white noise" with spectral amplitude, Q,

<|e - <> || Sg= < Sp |T = fg e At-7q 4 (t-7) dt =

~lo
——
~N
Pt
o

where & is the Kronecher delta function.
Case 2: Nonwaite Inputs
If ois the standard deviation of thc entrainment probadility

distributiuvun and T = is the ert-aiiment autocorrelation .ime, then

S
S-(t+x) - < S Sc(t) = < €S> i
g S, CRgT pu S N (22)

ind Q for any particular control volume witiin the.reack would become

[ ] =2 gl [of (29

Log normal distributions of boundary inguts If as 1s often the case, the

probability distributions are lognormally distributed < SE> is found from the

lognormal distribution from
B(S.) = <S> = exp [ p,(S.) ., (Sg) ] (24)
E E L °E 2 L'°E :

Where: 7} (SE) is the arithmetic mean of the entrainment in each control
volume; "l(SE) is the log mean of the entrainment in each control volume;
and cl(SE) is the log standard deviation of the entrainment loading in each
control volume. Further statistics include the coefficients of variation in

each cv.

-13-



2 _
P(sg) = exp [y (5] - 1 | (25)
and the variance of the entrainment in each cv,
2 2 T
Fsg) = | 2(sp) |] V(sg) | (26)

METHODOLOGY FOR ESTIMATING ENTRAINMENT CLIMATOLOGY

From equations 17, 18, and 29, it is quite clear that SE must be knrown,
in particular, tne probability distribution for SE as well as o, TSE’
Q and v. AlT 0of *the variables are derivadle from {r2 probabiiity distrioution
.or SE,Vtherefore tne methodology for determiaing the ~ntrainment climatolooy
and rrobacility is now developed,

Two procecdures fo. genc-ating the 2antrainment prcobability are possible,
. tha first heing to directly measure the entrainment forr a sufficient number of.
farcing tunction combiniticns to allow full resolutic. of the ﬁOIviﬂg function
and entrainmen. probalility dis..ibutions. The secona approack is to
synthecize an estimate or prédictfon of the entrainment using the empiriczl
measures of entrainment and the input data they require. It is only now just
possible to measure entrainment and procedures for measuring these data are
discussed in a subsequent chapter. For initial estimates, it is possible to
synthesize the entrainment climatology using predictions of the bottom shear,
bottom condition and the formulae in Table 5. 1In either case, it is clearly
apparent that the driving force .in the calculation of the entrainment
probability is the continuous variability in the bottom shear which in turn is
a function of the wind and flow condition; both of which are stochastic
variables. Therefore, it is necessary to first analyze the forcing function
climatology which in turn will allow the shear stress climatology to be

determined which in turn can be used to determine the entrainment estimate.

-1a-




Entrainment Estimation Formula

As extracted from Table 5 the entrainment SE is estimated over a time
period At as a function of the fluid bottom shear stress, t; the critical
she;r stress for erosion, T and a function, a, which is in turn inversely
proportional to the deposition time, ty- Ttr and a are dependent on the
material characteristics of the bottom, t; is a function of the time between
erosion events, and < is a function of the local near bottom velocity and
vecillatory wave activity. In situ data from <the fielu or forecasced
estimatzs of =« T 3 and ty must n~w be made. This formula (Tatle 5),
while not the most elegant or sophisticated, has the virtve of .equiring data
tnat for the most part are eithe. opeiuavi~nully collecteu cver long periods of
tim: or synthezized from deterministic models that have bgen.cg’ative1j wel’
veritied; pa.ﬁicu]arlJ Aase fo%ecasting modefs thot will be uﬁéd to cstimate

T. Huwaver,. the models alioving fore:zzsts of T and SE have unly heen
sparsaly validated with direct field measurements.® The,efore, while values
for < and SE, etc., will be synthesized, there remains the goal of organizing
a complete field program whose goal is to continue to collect the field data

necessary to test these empirical entrainment and shear stress models and

verify this procedure.

Bed Characteristics and Critical Shear

Determination of T must come from laboratory data. Such data are
available in Parchure and Mehta (1985) and Lee et al. (1981). Table 9
consolidates these results for a variety of different cohesive sediments while
Table 9 is the modified Shield's diagram of critical erosion stresses for

noncohesive sands and larger silt fractions.

-15-



Distributions of sediments specific to the Trenton Channel are discussed

in the next chapter,

Bottom Shear Stress

In general the bcttom shear stiess, as mentioned earlier, arises from
currents, waves, or a combination of waves and currerts. The interaction
between waves and currents is noniinear. The methad to be used here is baced
upon the o-iginal Grant and Madsen (1979) approach as modified frr sedimeut
stratification in Glenn and Grant (1987). Simpler approach2s such as Sheng
(1943) as used by Lca an’ Bedford (1987) have been ustd but 1in general
underestimate the actual shear.

As extracted from these articles

1 2
Tw 2 l

p fcw | Tﬂ; a : ‘ (27)

in this equation the overbar implies_an average over the wave period, T. The
wave frequency, w, wave number, k; and wavelength, L; are defined for a water

depth h as follows:

2

w = @%3 i ko= 3%? ; L=T1/gh (28 a,b,c)

The wave average orbital velocity at the bottom is defined as:

- Hw
Up = 2757nh (kh (29)
and the variable a is defined as
(29)

—y — e 2
a =1+ 2(|U[/{T,]) Cos ¢+ ([U]]/[T,])

In equation 29 ITE;I is the velocity at the bottom just due to the

current and ¢c is the angle between the waves and the current,

-16-



The future, fcw, factor for combined wave current flow is given by an

jterative solution of the following equation

K 1/2 2 K 1/2 v
[0.097 (x2) K1+ 2 [0.097(2) K_ 7 [—2— ] cos &
Ab fcw3/4 Ab fcw3/4 2 a1/4 ¢
2 vy
- - (30)
AV
where
2 2. .2
Vo = Vox*t Vay
n+8 1/2
1 * 227
Vam e [0 (e gay) a8
*
2% 8 : 1/2
1 * .
== (9x*- gulqy?) e
' ™ 6, _
2w 1/2
1 2 2 4.
Voy© 7% IO (gx“gy™+ gy') d8
L 4
g, = “Z‘ cos ¢ + sin ©
X |Ub| c
T, |
d .
g, = sin ¢
Yy — C
N

6,= sin'l[(|U;1/|Ug|) cos ¢C]
for (|TE;|/|TK;|) cos §C< 1

)

*

i
2
N

for (‘U:I/lu—b'l) cos ¢.> 1.
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When -6,< 8 <+ 8 shear is positive and negative shear for
T+ 0,.¢< 8 <2n - §,,
The variable K is defined as
K *—i7z —a—7 7 1723172 (31)
250/ [ker (ZED/ ) + Kei®(2 ED/ )] /
where
§0 = 20/1cw
zy = Kb/30 |
k|Oy, |
1 =...__.CL.
cw w
k - =014
A, =[O 1/
172
- - 1 a

|Oucyl = | 3 few'| [0
The roughness effects are expressed through K., i.e.,

Ko = Xpn* Kog * Kpr (32)
where Kpp = ds the Nikuradse roughness based on a deg bed grain diameter.
Also

Kpt = 3.8 htm; roughness due to nearbed transport;
- - 1/2 2
hem = 42 (s+1/2) de [(e74) %= 0.7]

for ﬂm > ¢E
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) = specific weight
Kb = 27.7n(n/A); roughness due to bedforms; .
¢’ = Tbm‘
m p(s-1)gd °
- = s ”» = » - 3 - ‘ ‘I .
If Kb/Ab d/A;, and fcw = f'cw, then T Tew Additioral formulae include
_ 0.6 . _d 1/2
d/b. =18 8.7 5 S, =73 [(s-1) g¢d]
WA= 0.22 (47747018
e 0 <
., -0.C4 % m < s
wA=0.16 (¢/w) °°
n C
0-8 » -1n5A
"/Ab = 0.48 S, (¢h/ w%)

J
0.6 .1, y-1.0
WA = 0.28 575° (679
n = rippte height
A = rippie length
¢ e critical shear parameter
and ¢B is a break off parameter.

While this is seemingly a very tedious procedure, it is marked by the
fact that it requires data that (with the exception of riggle geometry) are
relatively easy to obtain. These variables are: the nearbotzom current, Uas
the wave parameters, L, ww and k; the bed grain size distrioution and dso;
and the ripple geometry. The bed grain size information is :cciained as in the
previous section. The main variables to be obtained ther 2r2 the current

velocities and the wave information. The following section describes their

prediction.
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Surface Gravity Wave Field

For purposes of this study, it is assumed that internal waves are not
operable at the Trenton River site. No measured data js available to support
or deny this assertion and should be a point of future research. Only surface
gravity waves are assumed to be present and contribute to the observed f]uid
sheaer stress at the bottom. In order to provide to equ. 27 the information
about the effects of the waves at the bottom, it is necessary to precict “he
character of the wiaves at the water surfac2 and then estimate their effect at
the bottom. -

fne information to tLe determinel at surface inciude:: wavelength, L,
vavenurSer, k; period, T; freauency, w; and wave height, H. it is also
necessar, to know at each planform lucation where gntrainment is estimated as
the average water c¢nlumn dept;. ‘Thé predictigﬂ tor the su~face gravity deé
field can be done usinrg comuwont methods availzble in the Shore Protectior
Manual (U.S. Arm; Corps, 1984) or from NOAA-GLERL (Schwab, 1985). Both the
methods estimate the above &griables given the wind speed, direction, fetch
duration and air-water temperature difference. With the exception of fetch
and water temperature, these data are operationally collected by the National
Weather Service on an hourly basis. Probability distribution are therefore
easily calculated.

The spectrum enhanced method in the Shore Protection Manual is used here,

therefore a pair of empirical equations are solved for shallow water

(d < 90 m)
wave parameters H and T:
0.00565 (‘*’—',;)1/2
3/4 v
9= 0.283 tan n [0.530 (&) | tanh ¢ A ) (33)
Uy Uy tan h [0.530 (92—) |
Y
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and 1/3
0.0379 (£-)
T d,/8 Ua
I - 7.54 tan h [0.833(%5) " tanh {— 375 | (34)
A Ua tan h [0.833(3) 1
In these equations: UA
Uy = 0.71 yl-23
] = wind speed (m/sec) corrected for air
temperature

= wave height
wave period
= fetih

= water depth

A M 4
[[]

ontil such tinc as it can c2 showﬁ to be unimportant, it is ant1;ipated
that anyfkeaLher Jepende~t informat<on will Ha;e a strong sersonal and muenthly
variability, particularly due to chénges in air-water temperature differences
through tile season as well as quite difrernt directions in prevailing winds.

Therefore, probability distributions Qill be calculated on a monthly basis.

Velocity and Current Field

A key variable in the shear stress calculation is the near bottom
velocity field (Ua) induced by the current field (as opposed to the wave
field). The currents are driven, in this case, by gravity as opposed to wind,
and will vary from point to point in the flow field, particularly so because
of the wide variation in the bottom topography of the channel. The estimate
of the ve]ocitieé must therefore be performed by a model that resolves the
planform distribution of the currents and accounts for the variability in the
spatial distribution of the currents induced by the variable bottom and

shoreline topography.
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The model selected here 1is a relatively standard two-dimensioha]
hydrodynamic model originally developed by Leendertse (1967) and used in
modified form by Lee and Bedford (1987) for making calculations in Sandusky
Bay. Using a centered staggered-node mesh definition for the vertically
averaged U and V horizontal velocities, the following equations are solved by

an alterrating direction implicit (ADI) scheme.

Continuity
dn , d(AU) | B(hv) _ o,
3 Tox Ty 0 v 34
X-Monentum
_ .2 T ‘
oMy, B(HLS) | B(HVU)_ : o Bn, Tsx, Bx T (32)
3t ox oy 0x P P
Y-ilomentum

.. | (36)

QHV . d(HUV) +tXHv2)=_ga_§+§1_‘B
ot ox dy dy p 5
In these equations, n is the water surface elevation above (or below) the
still water Jevel; H 1is the total water column elevation; nand d; and

T and TB are the surface and bottom shear stresses expected by the wind and
bottom friction, respectively. The wind stress is calculated by the stability
dependent method of Schwab (198C) aﬁd the bottom shear stress is calculated by

the following formulae.

o - _C*Hz W v Y2y (37)
Cc

Tay - —é’—‘lz (ua v4 2y (38)
(o}

In equations 37 and 38, the coefficient Cc is the Chezy coefficient which

equals H1/6/N and N is the Mannings roughness coefficient. It should be noted
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that the above shears represent the retarding effect the bottom exerts on the
current field which is not at all the same stress that the sediment “sees" in

the resuspension process (equ. 27).

TRENTON CHANNEL SETTING

Introduction

The methodology develcped in the previous section is applied in the
following section to the Trenton Channel (ce2e Figure 4) a:z part of the In
Place Pollutants aztivities of the FPA Grosse Il1e fabcratory. Simultaneous
with *hese estimates a field program. cJ2scribed in a subsequent section, 1s
implemerted whose purpose is to begin collecting the data necessary to verify
; the methodolog:’. The purpose nf this c2cti~n is to review the char-cteristics

of Lhé Tranton Zharnel that can be dete~mired frow eristirj data.

Data Sources

Operational data for this application has been obtained from the U.S.
Army Corps of Engineers - Detroit (USAC-D) and National Oceanic Atmospheric
Administration (NOAA) climatology data base in Ashville, North Carolina and
the work of Professor J. DePinto at Clarkson College,

From the USAC-D, we have obtained the daily flows in the Trenton Channel
as calculated from a model, Frmm.NOAA, we have obtained the daily weather
information for a period of 13 years from 1971-1983. This period coincides
with the time period from daily Trenton Channel flows are available. These
data have been obtained for Detroit, Toledo and Cleveland with Detroit serving
as the primary data source for this study.

Data extracted from this data base for use in the Trenton Channel study

are wind speed and directibn for both daily average and daily maximum
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conditions and the daily average air temperature. With reference to Figure>4,
it is noticed that the only effective directions for wind to generate direct
wind waves is along the thalweg (NNE-SSW) although Western Basin wind waves
from S, SE and E will propagate indirectly into the south end of the channel.
From Or. De Pinto, we have extracted a summary of the bottom material
characteristics, including grain size distributicn, X, at selected sitos in

the channel.

Brief Surmary of Sta*tistical Metiiods
Certain c° the dxta to be used here are to b~ statistically anc’yzed.
vie.hods for such anal:'se~ ar2 frund in a number ~f refe-ence workd .ncludinc:

Follruing is a brief summa-y <7 the “ormulae used here.

1.) Gcohetric Distribution: The probability ¢(n) that an event A will first

occur on the nth Bernouilli trial equals

)n-l

pln) = (1 - & 4 (39)

£ is the probability that an event A in any trial is a constant. The
probability that an even A will not occur is (l-E)ﬂ.

The probability that A occurs at least once is
n
P(n) = 1 -~ (1-8) (40)

2.) Poisson Distribution The probability, p (n,T), that n events will occur

during time interval =, equals

p(n,T) =AL5£LE e T (41)

n!
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for n = 0, 1,2,3, etc. The variable X 1is defined as the average rate 'of
arrival for the process and At is the expected number of events occurring

during .

3.) Normal and Lognormal Distributions..

The probability p(x) that an independent random variable occurs equals

- 2
o) = =L e ('—1%;23)—) (42)
X

ux is the expccted value, E(X), of the distoibution, X. of which x is a
member >nd ;*2 = variance of .. This distritution is ir2 Gauss.anr or normal
dist.“but‘on. A logarithmal distribution is defnel when a ~ew variable Z =

Tog (X) is: iefined.

4.) Type 1 E.trome Yaluc Distributiun

If X is the maxium of n indepandent randcn variables (Y, Yo oeldy, then

F(X < x) = Prob (Y1< X, Y2 CXpeeo Y

Fy (x) Fy (X) ... F (X)

<
n <X (43)

where the probabilities Fy are called the initial distribution. [f the
cumulative distribution function for Y converges with increasing y towards
unity faster than or equal to an exponential function, then the function is
called an exponential type and the Gumbel or Type I extreme value distribution

is given by
_w(x(w

FI(X)= exp {- exp [- (x-a)/ﬂ]} -e<ac = (44)
0 < B¢~
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In equ 42 «a and B are called the location and scale parameter; the mean and

standard deviation are defined as:
E(x) = «a+ 0.5772 B

SD(x) = B (45)

=
76

5.) Type II Extrere Value Cistritution

If from equaticn 41

—~
s
(o3}

~

1im (1 - F(y) ] e (e > 05 k > 0)

then the initia’ distribucion ic of the Cauchy type and the Tve 1l ex.-emé

value Adis.ribution is defined :s:

8 N8
8

AR AN

Fr(x) = exp {= [« - a)/p)" " |

VA g A

L -]
Om A X

6.) Risk and Exceedance Probability

If for the type I or Il distribution, we define FI or FII by P, then Prob

(X > X) = 1-p and the recurrence interval N is found from

! |
N =4 (48)

Alternatively if P is the probability of an event x being equalled or exceeds

in the period of record, then

o -1
K
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and p 1is the probability that an event of magnitude x will be equal to or
exceed X at least once in any period of record K.
Risk is defined as the probability that at least one x will be equal or

exceed the value X in any one year or other time or trial interval; i.e.,
R=1- (1-p)" | (49)

where n is the numbe, of yea:rs over which tine risk is to be determined. Foar

our case, a one year time period is assumred.

Current Climatology

T™e carrents in Trenton Channel'ha;e been piedicted by the USAC-D (sce
Ffarre 4) at ‘lyandotte apd-G:“?>1te: gdefin1ng irenton than-el) by a verified
one~di¢ensiona1 1Tuw and elevation mol2l origina’ly developed at NOAA-GLERL by -
F. Quinnm, Thirteen yeafs ot daily flows at these two s’tes anave been
caiculated ana we have obtainea them from the USAC-D.’ |

The data from USAC-D were analyzed to determine the probability
distribution, return period frequency and risk using the standard hydrologic
and extreme value analysis methods described above. The data are being
analyzed to determine the 13 year probability distribution for all daily
flows; the 13 year daily flow probability on a seasonal basis; and the 13 year
daily flow probability on a monthly basis. Seasonal and monthly
stratification are important because it is anticipated that these will be, for
any constant flow value, a very different 5 from season to season due to the
very different wind wave conditions. The seasons defined here do not
correspond to the usual definitions; rather they are defined to correspond

roughly with periods of dominant weather or thermal conditions. The “ice

season is roughly defined to be from January 1 of any year to mid March and is
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therefore marked by very little wind wave activity only currents; the spring
heating and flood season is defined from 16 March to 15 June and is marked by
high flow and wind events; the summer heating season, 15 June to 30 Sept
includes stratification effects and stable air water temperatures, therefore,
wind waves are less important; and the storm season from 1 October to 3C
Cecember is markad by unstable air sea temperatures wrich givz rise to very
aggressive waves but are usually not accompanied by significantly larger rivar
flows.

The 13 years of daily flows were analyzed to determine the Luitability of
norma?!, lognormal, Tvoe I and Type II distribtion. The data in ganeral did
no. shuw dram:tically fluctuztirg values, and ftlrwes apneared to be not
responsive tc most wind/stcrm éve~ts, The exception fis, qffc:urse, the spring
thaw. An egtréme vaiue analvsis for énﬂual extreme values s i~ Tabl~ ll.
fppendices in the f1n2l report will cuntuin these dat: for the monthiy ong
seasonal breakdowns. As can be seen, variation in fious is, in general, quite
small which suggests a purely gravity drive flow. Table 12 1lists the

corresponding risk of exceeding that particular flow in any one year.

Wind Climatology

The hourly values for windspeed, direction and air temperature have been
obtained from NOAA for the Detroit.station for the same thirteen year period
of record sponsored by the USAC-D flow record. Two types of analyses have
been performed on these data in order to determine the character of the wind
field. The first is a distributional analysis to determine the probability
functions for the monthly, seasonal, and annual bases discussed above.
Secondly, a zero crossing and conditional probability analysis were performed

to better determine the time sequence of wind and storm events.
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To simplify the analysis, however, the following assumption has béen
made. Th purpose of the wind field information is to forecast the surface
wave fields along the Trenton Channel which in turn are used to assess bottom
entrainment shear. Inspection of the Trenton channel sketch in Figure 4
clearly shows that winds blowing across the channel have insufficient fetch to
permit any sort of waves to be generated. Therefore, we assume that the only
wird information of uce to the Trenton Channel is wind blowing down the
thalwea, i.e., from N to NiE and S to SZW. We have, therefore, defined a 32°
se<tor; 158° on either siue of the thalweg or‘zntation and only analvze wind

from those two directions.

Distribut:.onal Analysis-Winds Each hourly. wind uirection wis curve,ed to scs
e s S . L . ¢

if %t fell in the_norfh or soutn sectok, and eawn Ho,r his di:ectioﬁallty
criterie was met, the wind speed, direc.icn, and 2ir tzmoarature stored as a
separaie data set fcr analysis. This subset of data was further ahalyzed tc
see if it fit any of the previously cited distribution. To determine the
seasonal character of the winds, particular attention was paid to this
anlysis. Tables 13 and 14 contain a summary of the seasonal distributional
tests. The Appendix of the final report will contain the annual and monthly
results. In general, the Lognormal fit was not acceptable for any season for
either south or north winds. The-normal distribution was satisfactory for
only fall and winter winds from the south and only moderately satisfactory for
summer and winter winds from the north. The Log Normal distribution was
extremely poor in all aspects and the Type I distribution was uniformly good

throughout. Tables 13 and 14 summarize this information.
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2.) Distributional Analysis - Temperature Similar analyses were performed in

the air temperature data and are summarized in Table 15.

3.) Wind Event Pattern Analysis A conditional sampling approach was used to

learn more about the wind events, their duration, and accompanying
temperature. The sampling procadure is quite simple. Each hour's data is
reviewed and when tne wind is frum either wind sector, an event is detected
and information stored about the duration or aumber of hours the wind blows
frum that directica, the avarage and maximum wing speed from that direction
during th: event, the average temrerature, and the time hetween evints.
Intarevert rcaults will bhe dic<ussed in the r2:t suosection. Whiie results
showing rhe_ vcnditional prehabality of =n évent of a qiven duration. Qn”
amplitude :ii] be in the ffnaf repor., we present here for convenience the
summény statictizs for each month'c events for th2 elavea year ;ceriod 19/3-
1983. . Table 16 presents the event summary. for Ncrth winds and Table 17'

presents the event summary for south winds,

4.) Wind Inter-Event Pattern Analysis - Analyses similar to the conditional

pattern analysis can be performed for the non-event times particularly for the
time between events. Three times were sought; the times between North wind
events, the time between south wiﬁd events, and the time between all sector
events regardless of the North or Soutn direction. Table 18 summarizes these

data by month.

Bottom Characteristics

Finally Figure 5 contains the station location map where Dr. J. DePinto
and colleagues collected bottom samples. Appendix [ contains a summary of the

grain sizes found in these data.




FIELD METHODS FOR VERIFICATION

Resuspension Measurement Concept

1.) Hypothesis The concept and method for direct in situ measurement of
sediment resuspension was first described in Bedford (et al., 1987b) and in
earliar sections of this report). The instrumentation requirements for such a
mcasurement are the apility to sample concentrations densely in beth space and
tim2. and velocity measures, boilh stream-wise aad vertical, that are
synchrunizaed and closely coupled.

To obtcin an entrainment/depcsition flux ectimate, a control volum> is
~onstructec, extending f.om a hcight of & *to a height o f n from the bottom,
with a square uni. cross-sect.on. The .eiJhts & ana nare deternined by the
instrumeit>tion; n ‘s the Toration of ‘*he two-ax?s}_;=€ream—y§;e and
horizon:al) current meter, & is as close t. the bed as conce-tratio-
astimates can reliably be maae, Typ%ca]]y, e elayation 2z = nshoulu be
less ithan one meter in order to make accuraté concentration profile measure-
ments (Bedford, et al., 1987b) and to make velocity measurements within the
traditionally expected boundary layer thickness (Grant et al., 1984). The
point z = &, on the other hand, should capture all the suspended load, but
not so close to the bottom that concentration estimates cannot be made due to
the high concentrations in’ the bed ]oad. In performing the integration, the
average vertical velocity near the bottom is assumed to be vanishingly small,
and so any term containing w (z = E) disappears. Von Leibnitz's theorem is
used to account for ény variation in the limits ofintegration, & and n (terms

5a and 5b). The full entrainment/depnsition equation then becomes
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J'"cdz+{D—g’afzz-+§46+»T<7+»745<‘:}Z=11 {D—g;+w +w§}
(6) (1) (2) (3)
+ f B (uc dz + ¢ (z=£,t)-§% -c (z=n,t)-§£ =0 (50)

(4)

Variation in & can occur if the rate of erosion or depositicn is so high that
the bottom noves significantly throughout an averaging period, or if a bedform
moves chrough the control volume. Variation in n (as well as &) world be
caused by movement of the sampling tower,

jerm #4 reprcsents horizontal net sediment flux. Although under
conditions of low-frequency, large scale bottom undulatinns, such tlux can
becora imrnartant (McCiean and Smith, ;986), it is ger=arally neglected in
boura.y Tayers over 2 fjat bot:om. '

What Eema%ns is tHe'turbufent erusion term  (W%ET, term 2 of Equatibn 50,
one part of ine resuspensiorn, me2,ure we are after. and a cTﬁster of terms that
can 211 be directly measured, or estimated based ¢ sediment characteristics.

The miﬁimum instfumentation, therefore, to make a turbu]ént'resuspension
estiméte, is a downward-looking acoustic scattering profiling device, sampling
the bottom meter of the boundary layer, at one centimeter and one second
resolution, and a two-axis (stream-wise and vertical) current meter at a
control point within the sampled one meter. Ancillary instrumentation would
include a second current meter for two-point stress estimates and a cross-
stream current meter to determine if the flow direction may have shifted
throughout the course of the experiment. In addition, a pressure gauge would
help to measure wave information and calibrate the acoustic concentration
measurements, and a thermistor would note temperature variations,

The interfacing of field data with model predictions, therefore, may be

divided into three tasks: 1) screening and converting raw data into properly
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scaled, rotated and averaged velocities, and. calibrated concentrations; 2)
determining if the conditions of the field experiment satisfy the assumptions
of both the resuspension equation and stress estimates, and 3) if assumptions
are not fully satisfied, applying appropriate correction procedures to the

data.

2.) Converting Ra.: Data to Vetocity Ideally, the horizontal and vertical

vclocity probes are exuictly aligned with the stream-wise torizoantal and

vertical coordinztes. Emplacement of the tower, howebgr, is a “ifficult and

incxact process, it may ‘>nd on an unever bed or incor.ac* orientation., But

once in nlace, it geaerally ciannct be moved. It fall- chea tu post-ccllection

*nalysis te correct fu' *ilt encoy~cered in th~ field., The necess*ty}fur§
correction i; poinced out by Heathershaw ant Simpson (1978). ° Errors in

turbuleat stress estimates acise frum ecrors ir the covariance of u and w.

The latter Tan vary vy 10% ber degree of tilt. Aggravating.the situation is

the fact that the zero point of the current meter, the reading that the

current meter gives when the true velocity is zero tends to drift.

One method of obtaining the instrument tilt and zero point simultaneously
is to perform a linear regression of the vertical probe reading against the
horizontal reading. If we assume a constant tilt and zero point, then the
relation between the true stream-wise coordinate velocities (U,W) and the

readings (u,w) is

U= (u-d) cos 8+ (w-d) sin 6 (51)

X
1]

- (u -d) sin 8+ (w - d) cos © (52)

where d is the zero point and © is the angle through which the readings must

be rotated to obtain stream-wise coordinates. Alternatively, we could write
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(u - d) = U cosé - Wsinb

(w-d) = U siné + W cos®.

Eliminating U and solving for w in terms of u, d, 6, and w gives,
w=utan8+ d( 1 - tan6) - W/cos®é. (53)

The above equation has the form of a lirear relaticn with added rois2, where
t2nd is the slope and df{1 - tan®) s the intercent. Tha term W/cos® s the
residual, since by 2ssuming stream wise cooruinatas, the lo.ag-term average of
W .aust he ze~0. The standard form for a linear regression (Bendat and Tiersol

1971; with slope a and interczpt b
w‘= au + O

i< given by

and
- Z(u - u){w - w)

Z(u - u)2

Substituting the above expression for w

Z(u - u)(u tan® - y tané) , _I(u - u)(w - w)/cos®

°T L (u-a)° (u - §)2
- . 2

- tano+ ZW =N -W] EW =W a0
Z(u - u) (u - u)

The first expression on the right-hand side is the result were W identically
zero. The second expression is roughly the UW correlation, which should go to
zero over long time. The third expression is the variance in W divided by the
variance in u. Because W is not known before untilting is done, the procedure

would have to be iterative if W is not much less than u.




Another method of untilting involves plotting a histogram of the velocity
energy ((u-d)2+ (w-d)z) in each of 360° increments. The peaks of the
histogram would be diametrically opposed and lie along the tilting plane. Any

error in d would show up as an angle between the two peaks not equal to 180°.

3.) Converting Backscatter Signal to Concentration Estimates

The received acoustic backscatter intensity, from a fielu of narticles
located 2t distance z from *he transducer, at time t, is aiven by a single

scattering theory as
I(z,t) = N+ f(z, T, 2) iun(z, t; exp (afg n(s, *) s) (54)

where N is the intensi.y of adaitive (as"opposed to unbiased) noise, f is the
re§oonse fuhctiogi a function of the instrum;nt.'é;d ambient températhfe‘and
nressure, n 1is the nurber of scatterers in the sampling volume, ‘b 1s 2
function of thc scatteringb characteristics of the sediment, and ais a
coefficient for attenuation due tb scatterers. Under the assumption that the
characteristics of the scattering population (including size distribution, but
excluding total concentration) are effectively invariant in time and space,

the concentration is strictly proportional to n. The product, n h, may then

be replaced by ¢ h', and the equation is solved for c to produce
c(z, t) = (I{z, t) - N)/(h' f(z, T, p) exp (&' [ c(s, t) ds)). (55)

The goal is that f, the response function, be determined to within a constant
factor, by acoustic modeling and, if necessary, instrument calibration with N
and h' as site-specific constants. The value of h' is determined by comparing
the concentration in a grab sample taken at a known height with the received
signal at that height and approximate time. Further discussion appears in

Libicki et al., 1987a, b., but an additional comment on noise is necessary.
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Term 2 of Equation 50, w'c', the turbulent flux at the top of the control
volume is estimated from the instantaneous values of the velocity and the
concentration at the level of the current meter. The estimate is biased
downward by the limited sampling frequency (one sample per second). It is
biased upward by extraneous contributions from instrument noise, Poisson
statistics and configurational noise.

To combat suck noise, tne CDART system employs signal conditioning and
integratiecn anJ rapic ensemble averdging. Theoretici. calcnlations indicate
that these measures en2blc a signal fo n=.se ratio of 9.0, giign a
sufficiently, tarye flow through the isonified volume.

nar‘d ensemble aver--‘ng involves taking a ;rofile 32 .ime: per s.cond
and. avoraginc it in reqlitLime to form one’ .etained ave.age profile eacn
second. t'Although the samﬁl1ng trequeacy is once per secord, tru. temporal
~esolucicn can Le much iess than that if furiher averaging is required to
produce reliable data. An indication of Lhé relative sizes of turbulent
variation and noise can be provided by spectra of the concentration time
series, Power spectrum density estimation for the data is based upon the
Periodogram Method (Rabiner, et al., 1979), which, in turn, employs the Fast
Fourier Transform. Each block is divided into 13 overlapping segments, each
with 512 points. Each segment js detrended by subtraction of a linear
regression of the data. Spectral leakage is minimized by data tapering with a
Hamming window. Finally, confidence intervals are assigned by the chi-squared
relation (Otnes and Enochson, 1978). Spectra are plotted in the traditional
wave-number space, with the wave numBer being calculated from the average
velocity from each block.

The 3 MHz transducer has a 3-dB beam width of 1.5 cm at 1 meter, and so

at flow rates above 1.5cm/sec, all sources of noise -- thermal, configura-
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tional, and Poisson, ought to be uncorrelated from one sample to the next, énd
exhibit a flat spectrum (Otnes and Enochson, 1978). By contrast, any species
carried by a turbulent flow field has a spectrum that decays as a power of the
wave number (which power is a function of the flow regime and mechanisms
governing the production and destruction of the species). Based on the
foregoing assumptions, a turbuient spectrum with noise would plot with an
iritial slope that flattens out at high wave numuers. rfurther, the point at
which the zlope flatters is that point at which noise begins to predominate
over turbulent v-riation. it mark., fo-~ a jparticular ins*~ument under a
narticular set of field conditivns, the true tcemporai resolution of the
instrument. Fur the second blrck of tne 2bove data set, this works out to
appraaimate1x three seconas {twi¢~ the sam,ling freqrenc,, or twp;s;conds, is
the ubper liwit possible, due to Nyquist gonstraints). By assigning the flat
portion of the spcctrun to noi.2, 1t fs possible to -2xtrapolcte that valuc
back through all the frequencies and est?ﬁate the total noise in the data.
For the eight blocks of the deployment, the average signal to noise ratio is

7.8, with a range from 4.2 to 10.3 (recall that the theoretical signal to

noise ratio for the 3 MHz system was 9.6).

Instrumentation - Trenton Channel

Introduction To sample several sites in and around the Trenton Channel over

short periods of scheduled boat time, a rapid deployment scheme was used. The
OSU CDART (Coastal Data Acquisition and Retrieval Tower) system was designed
to be used in deeper water (15 ft.-100 ft.), but had performed satisfactorily
in two surface-connected deployments from the RV Blue Water in October 1984
and July 1985. These investigations were done in 10-12 ft. of murky water

along a bulkhead in the Monroe Harbor turning basin. With the Bluewater
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secured in position, it was possible to place a small PVC frame holding the
instrument above the bottom astern of the Blue Water, with the probe cables
running up over the gunwale and into the lab amidships. There, they were
connected to the data collection computer.

If the -Blue Water had sufficient depth to maneuver and subsequently
anchor securely in place, it seemed feasible that the same general set uﬁ
could be used in selected sites in the Trenton Channel. Instead of the bulky
PVC frame used previously, a minimm cross-cectional area tower was corfigured
aind used. To guarantee nroper positioning with respect to the battom, mean
currents and/ur wave directions. the tower was positioned and secured by
diver. Thi: did -.* scem in presen: 2 prob]em, since diver-.otained sediment
cores were needed.from the sites durin; the.fower d:ploymﬁnfs., Care was taken,
rnt tn expése the diver ﬁo corrzsive, tox%é‘ﬂr c2~cinogen‘c sub.tance-, and:a
schedulad set of preliminary chemical and tiological investiqatfnns of all
sites wouid be used to rule out hacardous areas berore the tower was dgployed.

Other than these considerations the operating aspects of the 0OSU system
remained essentially as in the Raisinr River study. On the new tower, the
instruments were positioned to meet the instrument spatial resolution
requirements discussed in the previous section. Existing computer software
provided sufficient sample density and speed to study conditions existing at
the sites. Although having the micfocomputer assembly open in the vessel/lab
exposed the circuitry to dust, fumes, smoke, humidity and vibration, no major
problems resulted. With 75 ft. of instrumet cable to work with, sites of up
to 25 - 30 ft of depth were probed, provided the Bluewater was able to double

or triple anchor securely and safely in place.
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Instrumentation Components The instrumentation configuration used in the

study employs the 3 MHz Edo Western profilometer as the main probe. Looking
downward toward the bottom sedimentation angle slightly less than vertical, it
sends a 10ups pulse of 3 MHz sound through the water column. It then
immediately receives the various achoes returning from the reflecting
suspended particles and bottom, while simu]tanéously sendiny a voltage
ccrresponding to the path reflectivities to'the data collection circuitry.
There the signal is digitized into 110 readings from binc along tne beam
path. T-ese prnfiles are Zaken 37 times per sicond ard >~c enseuwble-averayed
on board to prodrce a l-sccond averaged profile for storage to “ape.

Twoe tarsa McBirney £11 (zamall btai?) dual-=xis eicectrrmagnetic curren.
" Tme.ert ara :oupteJ,d*r:ctly downstream of th~ p.gfile beam to h*even* ecdies
forued Jownstr-am Jf :the p;ubea,. rrom interfering wit“Y tne profiie, yet
2tlowing the clusest possible spatial correlatica Setweca the two so*s of
measurements. The ‘tower current -  meter, mounted 25 cm -gbove the bottom
measures the downstream horl;onta] component (x) and the vertical component
(z) of the water velocity at that height. The upper current meter, mounted at
1.1 m above the bottom, measures the downstream horizontal component (x) as
well as the cross-stream horizontal component (y) of velocity at that
height. Analog signals are converted to digital information.

A Sea Tech (5 cm) optical turbidimeter is aligned with its port at mid-
profile, yet out of the way of the beam, to monitor water clarity during
profiling, A pressure transducer mounted above the other probes is used to
record variations in water surface level above the study site, and a
thermistor probe monitors water temperature during sampling. All are
connected separately to the data collection computer and their analog signals

are converted on board to digital information for storage.
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A1l sampling routines written for the CDART system are based on a 14Hz
unit frequency. All measurements are taken once a second, with the exception
of the current meters and pressure gauge, which are all sampled twice during
that period. In all "rapid deployments", continuous sampling at the 1 Hz rate
assures maximum data density over tne available observation time, with the
instruments and data collection circuitry running constantly until being reset
at tha end of sampling. While running tne sampling, it is possible to use an
oscilloscope and voltmeter to observe inccming signals for any irregnlarizies
*hat mey sijnal equipmert malfunction or urdesirable ﬁovameat of the tower.
As all data c-e beirg collected they are fed directly onto a €7 megabvte Sea

Data ,treaming lape dr.ve.

Trento. Charnel Deployment:Summqgg

Table 19 c¢ontains a2 summary of the ueplnymen.s to “arc.

Data Analysis

At the time of this writing, data analysis is just proceeding and will

continue so for the next year.
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Table 1 .

(After Boyca 1974} A partial list of motions and their associated time and space scales. Letters {n parentheses
refer to the nature of the scale used. K, amplitude of motion; S, distance over which phenomenon varies significantly; P, period;
T, time interval over which phenomenon varies significantly; C, wave speed; ¥, vertical particle velocity; H, horfzoantal particic
velocity. The goverming terms {n the equations of mation and continuity are l1isted fn columi 6 sccording to the code: |, time-
dependent horizontal accelerations; 2, time-dependent vertical accelerations; 3, acvective component of horizontal acceleration;
4, advective componant of vertical acceleration; £, Cortalls force: §, prefsure gradfent vorce due to slope of free surface.

7. oressure gradient force due to slose of tre thermncline; 8. pressure gradient ferce due to ttmospheric pressure fleld: 3,
variations in bot.om topography; 10, wind emerqyy/stress: il, intermal siresses arising trom horizoat.l cusvent shear: 12, 1aternal
ttresses drising from vertica) curreat shear: 13, friction against boundaries; 14, potential ereryy changes due to surface
heating and cooling: 15, astre-oaical tiaal-generaling forces due to sun-earth-soon aravitational potential flelds: 16, Matentis]

ene~gy changes due to tewper-ture am, salinity changes.

(2) (3)
Length Scale (4, () (6}
(1 Time Yelocity Oynamic.
Phenoe~-n Noriz. Yert. scale scale ma jor cosponen..
Wind driven surface 10 «S} 1 o{M) 15(P) 10 m/s(C) 1.2,6.10
. gravitational wavex + a/<(Y N}
S. face gravitational 100 k=(S) 10 cm(M) 2-10 .(P) 2 exss(M) 1.6 .10
*  waves - seilhes .
Shory freely pr >agating 100 a(<) 2 n{N) S min(F, 2 cws’M) 1,2,7 0
C. mteml waves ) : .
. Llong omaqating " 10 ka(S) 2 o(M) 1 day(T) 50 cw/s(C) 1,5.7,9.16
G. intermal wose< steered
by tapa; iphy
Internal gravitational 0w 2 n(n) 16 (P) 10 cars{m) 1.5,7.°0
@, $-3nding waves or
seichey
+ Surface wind drift - 10 o=($) . 2 ca/s(H) 10,12
g. Coastal currents 10 wa($) - 1 aay{T) 10 cass(m) all
h Upwelling and 10 ks{$) 10 o(M) 1 cay{l) <1 cemss(v) all
< dowrnwelling
; Wing driven 100 ta({$) 100 »($) 1 gay(T) 10 am/s(M) all
1. hocizontal circulation
j . Geostropnic current - - 1 day(N) 3 cmss(M) $.6
 Langmuir circulations - 10 oS} 1 (1) 1 en/s(v) 1,2,3,4.00,
« vertical miztng of 12,14, and
epili{mnian oéhe;"l
1. Foreation and decay - 10-100 n(S) 1 eo(T) - 10,1214
m Tidal waves:
* a) diurnal (k},0.,.P. ) [arua radius - 1 aay(T) - 1,2,5,15
) m.a..mr(nz s - - - Yy day(T) . 1,2,5,18



Table 2 Summary of the Erosion Source Terms

Erosion Source Term Equation Number

E. Parthienaides:(1g6) 2.1
< 2.
_ b
Se = E:(——— -1
\TCG /
F. Parthiendaides- \1971) - 2.2
A.}DbYs ] 1 a v
Se= —— 1= ,==rI_aexp - —-) dw
tit) V2 2 J

P. D. Scarlatos: (1981) 2 3
,Se“=?CsBex;(-Bt, .

Hayter and Mchta: (1985) 2.4
“b
$e= €,8XP “(T—_ - 1)
T
ce
Parchure and Mehta: , ., (1986) 5 5
Se = efexpta(fb - 15) ]

W. Lick:(1986) 2.5
T




Table 3 Summary of the Deposition Sink Terms

Deposition Sink Term Equation Number
R. B. Krone: (1986) _ 3.1
-PVSC
S =
3 h
Y. P. Sheng: [.982) 3.2
s, -V.¢C
d s
W. Li~k: (1386) A 2 3
Uchrin and Weﬁér:(1980) ' ' 5'4
&§C ’
D—— = -aV C
8z <
where
%
¢ = (U, - U )
(B+D_) ~ °r
P
Hayter and Mehta: 2 3.9
ac -0.434 (-tC /2) (1985)
-_ = expf —— C *
At d ZVchz t ©
1 (Tb* - 1) 2.0
1 - erf ————loglo
2% dexp(-1.271 )

bmrin



Table 4 Summary of the Equations for Settling

Velocity
Settling Velocity Equation Equation Number
Stoke‘s Law: Vanoui(1975) 4.1
2

- 2t%(o_ - p,)9
s ° v
P.B. Krone: (1972) , 4.2

_ 4/3 ‘
Vs = KSC ' : ‘
Ee : R P . “
N. Hawloy: (1983) ’ 8.3
Vv = ad b

S P



Table 5

The Lick Entrainment and Deposition Model (after Ziegler

and Lick, 1986)

FORMULA EQUATION NO.
*
SD = W d > 0.5 um 5.1
At
* dr: *
Se = 4f - €= [ Sg dt 5.2
0
( C T e "
c o= a o ] TS T 5.3
e = (. T < ‘!tr_ ' i 5.3
where:
_ n
2 ao/td
ty = time after deposition (days)
T = local fluid shear (dynes/CmZ)
T, = critical shear stﬁess for erosion
(~ 1.0 dynes/cm®)
3, = coefficient (= 8x10'3, but is sediment dependent)
n } exponents = 2.0
m
W = settling velocity for a particular grain size
c = concentration of sediment in that grain size



Table 6

Methods for Calculating Bottom Stress .rem Constant Steass Date

Formula Kelevant
Name References Formulae Definitions Comment s
1.) Empirical Sternberg ‘b'c0100° Uioo pe densi"y A often usad engineering approach;Assumes
Approach (1968,1972) cnloo' drag co:fficient ex.imated validity of log region 100cm thick which

- at 1W0cm off batton
Uy00" time a/g velocity
100 :m above bottom

1s not often true; Yery large error in
1y nstimates.

2.) Two Point
Method

Caldwell and
Chriss,(1979)

- \2
e uz; k "11'"12)
b°PUe"® Tq zl-|n 7,

uge frictica velocity
u,e velocity mezsurement at points

. -

‘Holds for smooth and rough flows; Heights
) and 7, ore usually separated by one

dectde; The time average required for the v,
valocity 1s one decade longer than the un
flow velocity.

3.) Direct
Reynolds
Stress

t
!

—

aath
1879

1(2) » p(UTW")

UTWT « corralation Jtamporal) ef
horfzontal and vort‘;p! valocity

flucutatiow u', ‘anf w

Can't eskimpta the bottom stresaj tharefore
aot usiabla for estimating resuspension. Very
suscaptable to nofae from wave activity,

4,) Inertial

Dissipation

Method

Deacon
(1959)

T ° p(ch)u3

and .
¢ o KK
%

*5/3

1 = distance abovi -!ottom
¢ = dissipation (k’}

‘(k.)- waie-numrer (k.) spectum
(£q.9) 1n finert‘al sibrange.

$)n age/? i f5

Implies production and dissipation of energy

are in equilibrium and wave activity is outside
the range inec-t{al subrange. Depends on small

range of waverumbers and validity of Frozen
(urbulence hypothesis

5.) Log Profile

Method

Grant et, al.
(1984)

Data/Regression Fit To

log z = 7%35.34109 1,

2, 1s roughness lengtl,

- ...

Slcpe of deta-fit 1ine to equation gives u,
while intercept gives Z,. Regression

coefficients of 0,997 (Grant et, al. 1964)

or greaier ensurc the steady nonwave affected
flow requi-ed for this technique.




Table 7

Wave Boundary Layer 3ottom Shear Foriulae

torm/
Author Formulae Definitions - Couments
1.) Jonsson p SuT = Turbulent wave bcundary layr b * maximum instantaneous bottom shear,
(1963) Tt 499%% ul 2 p—% thickness; ks' Nikv adse sand riughnest;
1o R u,= maximum hor{zontal wave velocity: u, =" "s/ Ts SIRh [Z:d/Ld] .
p~ density; "s' significart wave height )
Ts' s19. wave period; dedepth;
Ld' wavelength,
2.) Telekd kx-eddy viscoslty;kl- ku,u‘zz k=¥Y(n " the time varying bottom shear, kl is that
(1972) e ok, ()

3.) Sheng and Lick
(1979)
Among others.

Karmen's coefficient; u;hm as in £q. I

f = friction fac.or
{Jonsson ,Kamphius, 195°%

due to Grant and Madsen (1979) and s steady
during wave cycle. Evidence (Fredsoe 1984) is
that constancy assumption: is {incorrect.

Assumes sinsoidal waves; friction factors not
w11 known for Lake Erie or any other site as

they are too site and regime specific. Used for
Lake Erte simulations,

4.) Fredsos
(1984)

fteration procedure
involving three equations.

Solves for the max shea= and frfgtion
velocity in the wave toundry layer,

Fornulae break down with prescence high frequency
waves because of turLulence memory effects,
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Table 9 Critical Erosive Stress for Cohesive Sediments
{To Be Configurad after W.Lick's Final Results)
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Table 10 Modified Shield's Diagram for Critical Erosive
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Teble 11

Trenton Channel Flow Ext ~eme Va]ue‘Analysi;;\Annual Interval
1971 - 1383 -period of deta recora,

Return Duration - Averugine Interva’
Interval == Jeeememececcmccece e cemmesmmmmmmmmeet mmemes M- tmmemmmmmaAn. mmemmemam—ie e ———————-—————]
(Years) 1 day 3 day 7 day" 10 day 365 day
1.01 51942 (cfs) 50453 49842 - 48439 45581
1.05 53284 51270 503/3 49469 46496
1.11 54101 51807 - 51497 50781 47049
1.25 55193 52565 - 52230 50781 47787
2.00 57632 54384 3834 52355 49421
5.00 60597 56772 55643 54159 51388
10.00 62387 58283 5667 - - 55201 52564
....................... 1 g T e e L LD R T bt
25.00 64498 60119 57853 56395 53942
50.00 65983 61440 58654 57213 54905
100.0 67405 62726 53204 5,983 55823
cvl 057 048 .038 03) 044
& 3299 2623 2049 2033 2190

1 coefficient of variation
2 standard deviation



Table 12

Trenton Channel One Year Risk Analysis
1971 - 1983 Period of Data Record

Return _
Interval, N Probability Risk
Years

—~~
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~—

1.01
1.05
1.11
1.25
2.00
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10.0C
25,00
50..0
100.0¢C
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Table 13

North Wind Distributional Tests - Seasonal

Season
Distribution Su:6/16-9/30 { F:10/01~-12/31 f W:01/01-3/15 (Sp: 3/16 - 6/15
Normal moderate3 poor moderate1 poor1
Log Normal poor . oor poqr noor
Type 1 2 mod~/6.26/.97 | gnod*/5.17/.99 | mecd~/5.17/.99 | good/5.38/.98
(fit/cv/R€) '
é Underestimates tails c§ - coefficient of variation
3 Overestimates tails R¢ - currelation coefficient
p low end discrepancy
high end discrenancv
Table 14
South -Wind Listributional Tests - Seasona :
- S2ason \Table 12 ror caf)
----------------- Suadeiedebdadeindededdededbnd Aafadedededndeded d f ® inbndnd Sadednddiadibdiadndadliaddbafindiy
Dictribution Su F 1 - W 1 Sp
Normal poor good1 good1 poor
Log Normal pqor poor 4 poor poor
Type [ 5 good'/4.,21/.99 | good'/6.27/.98 | mod"/6.49/.98 good/2.15/1.00
(fit/cv/Re)

See Table 14 for definitions




Table 15

Temperature Distributional Tests - Seasonal

Distribution

Season (see Table 12)

Su F W Sp
Normal poor good2 good moderate
Avg/Std. Dev. 68.8°F/7.05°F 39.7/12.8 25.8/11.2 52.0/13.0
LogNormal poor poor poor poor
Type I poor poor poor poor

See Tahle 14 for definitions




Pattern Analysis of Noirth Hind tvents - Mcnthly

(1973 - 1983 record yedrs)

MIN EVENT

Month Variable No. of MEAN MAX EVENT AVG HOURS
1) WIND SPEED Events in AVERASE AYERAGE PER MONTH
11) TEMPERATURE Record VALUE VALUE IN EVENT

JAN Wind Speed (MPH) 401 5.08 0.00 18.00 36

Air Temp (°F) 20,10 -9.00 43.90

FEB " 497 6.47 7,.00 20.00
21.91 -1.00 54.00 45

MARCH o 6,17 0.00 25.00
534 31.0 .00 57.00 48

APRIL n 6./8 5.00 26.00
615 41.6 10.00 81.00 56

MAY " 4,25 0.00 20.G0
802 54.2 28.70 £9.0 73

JUNE " 3.24 0.00 18.00
727 67.4 - A7.00 92.00 62

JULY m 3.6 0.J0 19.00
866 67.4 47.00 92.00 79

AUG n 3.6 1.00 15.00
" 914 66.5 4C.00 91.00 84

SEPT v 3.5% 0.00 18.00
" 881 57.5 34.00 91.00 80

0CT " 4.93 0.0C 20.00
676 44,2 £3.00 67.00 61

NOV i 4,59 0 00 18.00
45?2 37.4 17 00 66.00 4]

DEC n 6.98 0.00 22.00
449 28.2 6.0 56.00 41




pattern Analysis of Sovih Wind Everts - Mouthly
(1973 - .983 recorc years)

Table 17

{.IN EVENT

Month Variable of ME AN MAX EVENT AVG HOURS
i) WIND SPEED Events in AVIRAGE AVERAGE PER MONTH
i1) TEMPERATURE VALUE VALUE IN EVENT

JAN Wind Speed (MPH) 9.60 2.00 29.00
Air Temp (°F) 359 27.15 .8.00 58.00 33.0

T8 7.85% — 00 20.00
333 28.1 © -5 40 59,00 30.5

MARCH 9,34 <~ 7.0 25700
380 43.2 5.0 72.00 34.5

APRTL 9.7 : 7,00 76,00
381 53.7 26.00 82.00 35.0

MAY 7.82 1.70 22.00
462 62.9 3€.00 91.00 42.0

JUNE 7.78 - 1700 25,00
505 69.5 T 44.00 86.00 46.0

JULY 6.53 " TT7.00 27.00
527 74.00 53.00 94.00 48.0

AUG 6.58 .00 16.00
455 73.1 52.00 92.00 41.0

SEPT 6.92 7.00 16,00
65.33 34.00 87.00 43.5

ocT 8.44 1,00 21.00
535 55.8 25.00 80.00 48.5

—NOV 8.94 TT700 28,00
443 46.5 11.00 75.00 40.0

DEC 8.57 7.00 22.00
395 32.3 0.00 67.00 36.0




Table 18

[nter Event Time Patterr. Analysis -~“Monthly
(1973 - 1983 record years)

North Events

South Events ATl Events
tonth  No. Mean Min Max No. Mean Min Max Ao Mean Min Méx
Events Time (m) Time (Hr.) Time (Hr.) Events Time (Hr.) Time (Hr.) Time (Hr.) Events Time (Hr.) Time (Hr.) Time (Hr.)

Jan 187 43.7 1.00 441.0 219 39.7 1390 287.0

Feb 186 40.7 1.00 242.0 265 34.0 1.J0 218.0

March 219 39.9 1.00 326.0 281 34.4 1.00 (21.0

April 228 38.9 1.00 219.0 328 32.8 1.00 2/6.0

May 304 35.4 1.00 259.0 436 28.5 1.00 1v2.0

June 317 31.5 1.00 210.0 396 29.2 1.00 326.0

July 367 30.9 1.00 250.0 485 26.6 1.C0 284.0

Aug 300 35.3 1.00 253.0 519 26.7 1.00 226.0

Sept 301 35.7 1.00 218.0 465 27.1 1.00 188.0

Oct 263 36.9 1.00 221.0 380 30.8 .00 288.0

Nov 231 39.3 1.00 379.0 256 36.0 ]:OO 320.0

Dec 233 41.8 1.00 307.0 240 40.1 1.00 433.)




t

Tablc 19

Summnary of Trenton Channel Entraircent Depluyments

Station Station Depth Water | Durition of Comments
No. Name/Location STemp | . Record
(m) (oc) o
25 A. Hennepin Point 7.6 13 50 minutes Sandy Bottom; strong currents
CHT#1 Chen Han Tsai #1 5.5 13.5 1 hr, 4 min Mnderate current, building waves
NA Gibralter Channel 5.1 13. 1 hour
w
54E Mouth of Gibralter 4.6 13 1 hr. 5 min, Sand bottom; strong current
Bay






