Determination of PEMS Measurement
Allowances for Gaseous Emissions
Regulated Under the Heavy-Duty Diesel
Engine In-Use Testing Program

Revised Final Report

0N United States
\__/ Environmental Protection
\’ Agency




Determination of PEMS Measurement
Allowances for Gaseous Emissions
Regulated Under the Heavy-Duty Diesel
Engine In-Use Testing Program

Revised Final Report

Assessment and Standards Division
Office of Transportation and Air Quality
U.S. Environmental Protection Agency

Prepared for EPA by
Southwest Research Institute
EPA Contract No. EP-C-05-018

Work Assignment No. 0-6, 1-6, 2-6

NOTICE

This technical report does not necessarily represent final EPA decisions or
positions. [t is intended to present technical analysis of issues using data
generated in the associated test program. The purpose in the release of such
reports is to facilitate the exchange of technical information and to inform the
public of technical developments which may form the basis for a final EPA

decision, position, or requlatory action.

N United States EPA420-R-08-005
\__/ Environmental Protection Feb 2008
\ ’ Agency eburary




EXECUTIVE SUMMARY

This report documents a program conducted by Southwest Research Institute® (SWRI®),
on behalf of the U.S. Environmental Protection Agency (EPA), the objective of which was to
determine a set of brake-specific measurement allowances for the gaseous pollutants regulated
under the Heavy-Duty In-Use Testing (HDIUT) program. Those pollutants are non-methane
hydrocarbons (NMHC), carbon monoxide (CO), and oxides or nitrogen (NOy). Each
measurement allowance represents the incremental error between measuring emissions under
controlled conditions in a laboratory with lab-grade equipment, and measuring emissions in the
field using Portable Emissions Measurement Systems (PEMS).

The completion of this program was part of the resolution of a 2001 legal suit filed
against EPA by the Engine Manufacturer’s Association (EMA) and several individual engine
manufacturers regarding certain portions of the Not-to-Exceed (NTE) standards. This dispute
was settled on June 3, 2003. A portion of the settlement documents stated:

“The NTE Threshold will be the NTE standard, including the margins built into the existing regulations, plus
additional margin to account for in-use measurement accuracy. This additional margin shall be determined by the
measurement processes and methodologies to be developed and approved by EPA/CARB/EMA. This margin will
be structured to encourage instrument manufacturers to develop more and more accurate instruments in the future.”

The program detailed in this report is the result of the aforementioned statement.
Therefore, while this program was contracted through EPA, it represented a joint effort between
EPA, EMA, and the California Air Resources Board (CARB). The Memorandum of Agreement
(MOA) that was part of the settlement documents outlined a process during which a Test Plan
would be jointly developed by EPA, EMA, and the California Air Resources Board (CARB).
SwRI was chosen as the contractor to carry out this Test Plan. All efforts during the program
were conducted under the direction of a joint body, the HDIUT Measurement Allowance
Steering Committee, referred to in this report simply as the Steering Committee. This group was
composed of representatives of EPA, CARB, EMA, and various individual EMA member
companies. The Steering Committee reviewed all decisions and results during this program, and
any changes made to the Test Plan were subject to Steering Committee review and approval
before being executed.

The measurement allowances determined in this program were meant to be assessed in
comparison to certain NTE compliance threshold values. For this program, a single set of NTE
threshold values was determined by the Steering Committee. These values served as the basis
for calculating the final measurement allowances, as well as for the scaling of various other
parameters during this program. The NTE threshold values used for the program are given in
Table 1.

This revised version of the final report contains a number of changes made following
EPA’s peer review of the original final report. None of the results or conclusions of the original
report were affected as part of the revision. The changes made to the report primarily involved
additional clarifying language in areas were the peer review process indicated that the original
report was unclear or vague.
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TABLE 1. NTE THRESHOLD VALUES USED FOR MEASUREMENT ALLOWANCE

PROGRAM
NTE Threshold,
Pollutant g/hp-hr
NMHC 0.21
NOy 2.0
CO 19.4

The final Measurement Allowance values determined at the conclusion of this program
are summarized in Table 2. These values were unanimously approved by the Steering
Committee, and will be the values published by EPA for use during the HDIUT program. The
effective date for these values was be March 1, 2007.

TABLE 2. FINAL MEASUREMENT ALLOWANCES

Measurement Allowance,
Pollutant g/hp-hr
NMHC 0.02
NOy 0.45
CO 0.5

The remainder of this report details the process used to determine the values reported
above.
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Program Methodology
Statistical Simulation Approach (Monte Carlo Model)

During the Test Plan development, it was understood that it would not be feasible to
conduct enough representative experiments to directly quantify the measurement allowances.
Therefore, the Steering Committee chose a methodology which involved the construction of a
statistical Model of the measurement errors. The statistical Model incorporated Monte Carlo
(random sampling) methodology to simulate the variation in errors over repeat measurements.
The Model was then run thousands of times to generate a large data set to allow determination of
a robust set of measurement allowances.

The Model incorporates a variety of error components, each of which represents a
different source of potential error between the laboratory and the PEMS. Each of these error
components was associated with a laboratory experiment designed to characterize and quantify
the effect of a potential error source. The result of each experiment was an empirical model,
often visualized as a three-dimensional surface, which related the chosen test conditions to the
error between a laboratory reference measurement and a PEMS measurement. These empirical
models are thus referred to as “error surfaces” in this report. The individual errors are generally
referred to as “deltas”, and are typically characterized as the PEMS measurement value minus
the laboratory reference value. A positive delta indicates a PEMS measurement higher than the
reference, while a negative delta would indicate a PEMS value below that of the laboratory.

A total of 37 error surfaces were incorporated into the Model. The individual error
surfaces encompassed a wide variety of error sources. A number of additional potential error
sources were investigated during the program beyond those which ultimately resulted in error
surfaces. However, in those cases, upon reviewing the experimental data, the Steering
Committee deemed that the errors from those sources were not significant; therefore, inclusion in
the final Model was not warranted. A wide variety of experiments were conducted to examine
the various error terms, but they can be grouped into several major categories.

1. Steady-State error surfaces. These error terms characterized precision and bias
errors over repeated steady-state measurements. The errors were characterized
via steady-state testing in an engine dynamometer test cell. The Model
incorporates steady-state surfaces for each gaseous pollutant and exhaust flow
rate.

2. Transient error surfaces. These error terms characterized precision errors of
repeated measurement of 30-second NTE events. Note that bias errors were
specifically not included in the transient error surfaces due to concerns about the
ability of the reference laboratory methods to accurately quantify emissions over
30-second events. These errors were characterized by repeat transient testing.
The transient cycles were composed of a series of 30-second NTE events whose
order was randomized for each repeat. This testing was also run in an engine
dynamometer test cell. The Model incorporates transient error surfaces for each
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gaseous pollutant and exhaust flow rate. Transient error surfaces also were
incorporated to look at dynamic errors in the ECM CAN broadcast signals.

3. Torque and BSFC error surfaces. These error terms were included to quantify
the ability of the engine ECM to accurately predict and broadcast torque and
brake-specific fuel consumption (BSFC) in a wide variety of conditions. These
experiments involved subjecting the test engines to changes in a variety of
different conditions (altitude, temperature, fuel, etc.), and comparing laboratory
reference measurements to values generated using parameters broadcast from the
engine ECM via the CAN bus. All of these experiments used steady-state tests
conducted in an engine dynamometer test cell which was capable of simulating a
wide variety of ambient conditions.

4. Exhaust Flow Measurement error surfaces. These error terms characterized
the effect of various installation/measurement conditions (wind, pipe bends, etc.)
on the PEMS exhaust flow meter measurements. These experiments were
conducted in an engine dynamometer test cell, with PEMS measurements
compared to the laboratory reference flow meters, again using steady-state testing.

5. Environmental Testing error surfaces. These error terms were designed to
model the effects of various ambient conditions on the PEMS. The conditions
examined included ambient temperature and pressure, vibration, electromagnetic
interference (EMI), etc. These experiments were conducted using a variety of
environmental test facilities at SwRI, each of which was designed to simulate a
wide variety of change to a given environmental parameter (such as altitude or
EMI interference). In these cases, PEMS were set up to measure standard
reference gases during testing, while the environmental conditions were varied
according to the design of each experiment. The deltas generated for these tests
were between the PEMS measurement and the known reference concentrations.

6. Miscellaneous error surfaces.  Several additional error surfaces were
incorporated in the Model to account for diverse error terms, such as time
alignment of data and engine production variability. These error terms involved
computational exercises made using data from some of the aforementioned
experiments, and in some cases, data supplied by participating engine
manufacturers.

Test Methods and Equipment

Engine dynamometer tests were conducted using three different test engines, one Heavy
Heavy-Duty (HHD) engine, one Medium Heavy-Duty (MHD) engine, and one Light Heavy-
Duty (LHD) engine. These engines were contributed to the program by the engine
manufacturers, along with all support needed to insure successful engine operation. These
engines were generally model year 2005 or 2006 engines. In order to simulate a post-2007 test
environment, SWRI procured several diesel particulate filters (DPFs) which were installed in the
exhaust of the various engines during all testing. It should be noted that the filters selected were
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designed to regenerate primarily via passive regeneration, as active regeneration systems were
not available at the time of this program.

The original intention of the program was to examine PEMS from more than one
manufacturer. However, at the time of this program only one equipment manufacturer, Sensors
Incorporated, was able to supply commercially available PEMS units to the program. Therefore,
the measurement allowance values are based only on measurements made using the Sensors Inc.
SEMTECH-DS instrument. Multiple examples of that instrument were used during the program,
often in parallel with each other, in order to encompass instrument-to-instrument variation errors.
Late in the program, several Horiba OBS-2200 units became available. These units were
incorporated into the program as time and resources allowed. However, all Horiba PEMS
measurements were performed for information purposes only, and no Horiba PEMS data was
used in the generation of the measurement allowances.

The primary engine laboratory reference measurements used for this program were made
using a transient capable engine dynamometer test cell, which incorporated a full-flow CVS
dilution tunnel. The test cell was capable of simulating a wide variety of ambient conditions in
order to facilitate some of the Torque and BSFC error experiments. All of the emission
concentration deltas that went into the Model were generated using the dilute laboratory
measurements as the reference value. However, raw exhaust laboratory measurements were also
conducted during this program for quality assurance purposes, and as an additional check on the
primary reference. The laboratory reference values are summarized in Table 3. All calculations
were made using methods detailed in 40 CFR Part 1065. Unless otherwise stated, all engine tests
were run using U.S. EPA certification grade ultra-low sulfur 2-D diesel fuel.

TABLE 3. LABORATORY REFERENCE METHODS

PEMS Measurement Laboratory Reference Reference Method

Dilute mass calculated using
CVS flow, then raw
Dilute Emission Analyzers concentrations back-calculated
using laboratory raw exhaust
flow

Gaseous Analyzers — engine
testing

Air Flow measured using

Measured Intake Air Flow and | Laminar Flow Element (LFE).
Fuel Flow Fuel Flow measured using

coriolis type meter.

Raw Exhaust Flow

Shaft mounted in-line torque

Predicted Torque (from CAN) Measured Torque meter
Predicted BSFC (from CAN) I\/Ieasurec}lj(lj\tljvilrflow and see above notes
Gaseous Analyzers — Standard reference gas Reference values validated on all
environmental chamber testing concentrations bottles at SWRI

! Reference NMHC levels were based on laboratory raw measurements due to very low levels.
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PEMS and Laboratory Audits

In order to insure that all measurements were conducted at the highest quality level, a full
audit of the reference laboratory was conducted prior to the start of testing. In addition, the audit
was performed to verify that all requirements given in 40 CFR Part 1065 were met, and that any
recommended practices were followed to the extent possible. Quality assurance procedures were
in place to insure that all test equipment was maintained within the requirements of Part 1065
throughout the program.

Audits based on 40 CFR Part 1065 were also conducted on all PEMS equipment used in
the program. In addition, PEMS equipment was re-audited whenever equipment failures resulted
in major repairs to one or more PEMS. This occurred on numerous occasions throughout the
program. In general, the PEMS passed the requirements in 40 CFR Part 1065, but there were
exceptions. In cases where the requirements were not initially met, the PEMS manufacturer was
offered an opportunity to correct the problem. However, in cases where no correction was
available, the Steering Committee had the option to approve the deficiency and continue testing.

Individual audit results for each PEMS are detailed in Section 2 of this report. However,
there were several general issues which arose during the audits which are summarized here.

Gaseous Analyzer Linearity

Numerous gas analyzers on the various PEMS units failed to meet the 1065 Subpart D
linearity criteria during the program. Nearly all of these failures were in the regression line
intercept criteria outlined in 1065.307 Table 1, which specify a tolerance on the intercept of 0.5%
of the maximum value expected during testing. Because this value was not known at the time of
the audits, this maximum value was interpreted as the span gas value used for the instrument. It
should be noted that this interpretation resulted in a relatively loose tolerance for this particular
check, which the PEMS still failed periodically. A number of the gas analyzers in various
PEMS, particularly the NDUV analyzers used for NO and NO, measurement tended to fail this
requirement high. Certain units passed all linearity criteria.

Sensors Inc. initially re-calibrated one unit as a result of this failure, but numerous other
units were deemed by Sensors Inc. to be operating correctly, and Sensors Inc. indicated that they
felt there were issues with the linearity procedure as written in 40 CFR Part 1065. Due to the
difficulty in continually re-calibrating these units and comments from Sensors Inc., the Steering
Committee ultimately elected to allow testing to continue with PEMS units that failed the 1065
linearity verification. However, this remains an issue to be addressed during in-use testing,
wherein manufacturers will be legally bound to use equipment that meets all 1065 specifications.
It should be noted that the Horiba PEMS passed all 1065 linearity checks.

NO, Penetration Checks and NO, Measurement

Initially all of the PEMS failed the NO, penetration check in 1065.376 due to issues
within the sample handling systems of the SEMTECH DS units. This issue turned out to have a
measurable effect on NOy emissions results, due to the relatively high tailpipe NO, fractions
resulting from the use of the catalyst-based DPFs. The result was a significant low bias in NOy
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measurements from the PEMS units as initially configured. As a result, it became necessary for
Sensors Inc. to modify the test equipment during the course of the program. Although such a
modification was initially not allowed in the Test Plan, the Steering Committee approved a
retrofit in order to address this significant measurement error. This modification was
successfully accomplished, and is now commercially available on all new SEMTECH DS units
and as a retrofit for existing units. Following this retrofit, all PEMS passed the NO, penetration
check. All of the data that was used in the Monte Carlo Model reflects the use of this retrofit.
However, the issue resulted in significant program schedule delays as the retrofit was designed,
tested, and implemented.

Exhaust Flow Meter Linearity and Calibration

The exhaust flow meter linearity checks required considerable effort on the part of both
SwRI and Sensors Inc., and may ultimately have been a source of some of the bias errors
observed during later testing as well. The issue was directly linked to the size (diameter) of the
Sensors Inc. exhaust flow meter (EFM). The 5-inch flow meters had little difficulty with the
linearity check at SwRI, with only one failing unit which was re-calibrated by Sensors Inc. and
then passed linearity at SwRI. However, the initial linearity checks showed slope problems with
all the smaller flow meters, some low and some high. All of the 3-inch and 4-inch meters were
sent to Sensors Inc. for re-calibration. Linearity checks on the newly calibrated meters indicated
low slopes for the 4-inch flow meters, and even lower on average for the 3-inch flow meters.
Considerable effort was directed into determining the root cause for these discrepancies.

A possible cause for the linearity failures was a design difference between the flow stands
used by SwRI and Sensors Inc. for calibration and linearity checks. The arrangement of the
SwRI flow stand is test flow meter followed by reference flow meter followed by pump, while
the Sensors Inc. flow stand uses the reverse order. Thus the Sensors Inc. calibrations were
performed with the EFM under a slight positive pressure, while the SwWRI linearity checks were
performed with the EFM under a slight negative pressure. According to the static pressure
measurement in the PEMS EFMs, the 5-inch meters, which showed minimal error, were under a
vacuum of about 2 kPa, while the 4-inch and 3-inch meters both experienced slightly higher
vacuum levels of about 2.5 kPa.

The Steering Committee ultimately decided to authorize recalibration of the Sensors Inc.
flow meters using the SwRI linearity data. The average slope adjustment was on the order of a 4
percent positive offset for both the 3-inch and 4-inch flow meters.

Engine Dynamometer Results

Detailed information on the results of all of the engine dynamometer laboratory
experiments performed to generate individual error surfaces is given in Section 3 of this report.
However, there were several overall trends which affected the results of several of the
dynamometer experiments, which are discussed below.
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NMHC Measurement and Low NMHC Emissions

Although the engine experiments were designed to quantify errors in NMHC, CO, and
NOy, the NMHC measurements presented a particular problem due to the very low levels of
NMHC observed during testing. This was due to a combination of relatively low engine-out
NMHC levels and the use of catalyst-based DPFs. In this program, the DPFs used were CRTs
procured from Johnson Matthey. In addition, the DPFs were sized to be larger than normal for
these engines in order to keep engine backpressure levels low, because none of these pre-2007
test engines were originally designed to operate with DPFs installed. The resulting DPF-out
NMHC levels were at or near zero all of the time.

An attempt was made to address this issue by using a 2007 production-style DPF, which
likely had lower precious metal loadings, on one of the test engines. However, NMHC was still
at a level of less than 10 percent of the 2007 standard level of 0.14 g/hp-hr. The levels observed
were often below the noise limitations of the laboratory reference method for all test engines,
thus complicating the generation of meaningful deltas. As a result, the data analysis methods
and resulting error surfaces for NMHC were modified considerably from the Test Plan.

An additional issue with NMHC derived from the fact that no commercially viable
method of in-field NMHC measurement existed at the time of the experiments. All available
PEMS measured only total hydrocarbons (THC). Therefore, the PEMS NMHC measurements
were THC measurements multiplied by a factor of 0.98 as allowed in CFR 40 Part 1065.

Engine-PEMS Installation Variability

The Test Plan was designed to capture PEMS variability from unit-to-unit and engine-to-
engine. However, it was anticipated that there would be a certain amount of uniformity in the
measurement error trends and the response of the PEMS observed from one engine to the next,
despite the different installations, and in some cases different measurement equipment (such as
different sized exhaust flow meters). When the results of experiments on all three engines were
compared, it was apparent that reproducibility from engine installation to engine installation was
a more important variable than expected. This resulted in the need to modify some of the
initially planned data analysis methods to account for the unexpectedly large source of variation.

CO Measurement

CO measurements throughout the program were generally affected by the relatively poor
resolution of the NDIR detector used for CO measurement in the SEMTECH DS. Tailpipe CO
levels during this program were orders of magnitude below the CO NTE threshold levels (due to
the catalyst-based DPFs). The NDIR detector in the SEMTECH DS uses the same percent scale
resolution for CO that is used for CO,. As a result, the minimum resolution is 0.001 %, or 10
ppm. In addition, it was found that simply switching from the calibration gas port to sample line
generally resulted in a reading of roughly 20 to 60 ppm, even when reading zero gas through the
sample line. However, this lack of accuracy at low levels is not likely to be a compliance issue,
as the tailpipe levels observed with the SEMTECH-DS CO even with resolution and bias issues
were still orders of magnitude below the NTE threshold. Therefore, no particular modifications
were made to the Test Plan to account for this issue.
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Individual Error Surfaces

The following is a brief overview of the results for each of the various engine
dynamometer experiments. This summary gives a broad overview of the general magnitude of
each error term, as well as any major issue or findings associated with a given experiment.
Detailed information for each experiment is given later in the report.

Steady-State Error Surfaces

Considerable effort was expended in the generation of the steady-state data sets, as the
data from these experiments was also used in the analysis of data from most of the other engine
experiments. These experiments were run on all three engines, with three PEMS run
simultaneously for all of these experiments. Due to various equipment failures, the same three
PEMS were not used on all three engines. The steady-state error surfaces deal with both bias and
precision errors. Steady-state deltas were generated by comparing PEMS measurements to
laboratory measurements for each individual data point, and the data were then pooled to
generate the error surface. Because these matched pairs of PEMS-laboratory data were used, the
steady-state error surfaces were not affected by variability of the test article itself.

The final NMHC error surface incorporated only data from Engine 2, which was the only
engine showing a significant number of non-zero PEMS THC readings. The magnitudes of the
error deltas for the steady-state error surfaces are summarized in Table 4. For errors which were
not level dependent, the size of the error is shown as a percentage of the average value at the
appropriate NTE threshold. It should be noted that these average concentration values at the
thresholds are only estimates which were calculated by examining NTE data supplied by various
engine manufacturers, and that these calculations assume certain average power levels and flow
rates. These values are used only as a means to portray the magnitude of the steady-state errors.

TABLE 4. MAGNITUDE OF ERROR TERMS FOR STEADY-STATE ERROR

SURFACES
Error Magnitudes
Percentile NMHC, CO, NOxy, CO,, EFM,
% threshold* | 9% threshold® | % threshold* | % threshold® % max®
5t 0% 0.3% -5%° 0.3% -1%
50" 1% 1.1% 0 0.4% 5%
95" 7% 2.0% 5% 0.8% 11%

! opthreshold = percent of average concentration at NTE threshold, or for CO, average value
during “typical” NTE event (NMHC = 60 ppm, CO = 4450 ppm, NOyx = 290 ppm, CO; = 8 %)

2 ohmax = percent of maximum value, varies by flow meter size

® Above 400ppm, NO, 5™ percentile appeared level dependent at -14% of point

The NOy error surface was complicated by the engine-to-engine variability issues
described earlier. Steady-state NOy errors were generally independent of level. However, at
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NOx concentrations above 400 ppm, larger negative errors were observed. These errors showed
a dependency on level; generally at about -14% of point (positive errors remained unchanged).
The NOy errors were due to negative biases observed for some of the PEMS during tests on
Engine 3. The reason for this negative bias is not fully understood, as the PEMS passed all NOx
related Part 1065 QA checks during this time.

The steady-state exhaust flow meter error surfaces were also complicated by large
variations in observed errors engine and test installation to another. A different size flow meter
was used for each of the three test engines, and each size flow meter appeared to have different
magnitudes of error. In general, a net positive bias was observed with the PEMS EFMs as
compared to the laboratory, with larger biases for the smaller diameter EFMs. Some of this error
may have been the result of calibration method differences between Sensors Inc. and SwRI, as
discussed earlier, but the calibration differences were not large enough to account for all of the
positive bias observed.

Transient Error Surfaces

The transient error surface experiments were also run on all three test engines. This data
set was used not only to generate the transient error surfaces, but also to generate other error
surfaces dealing with dynamic and time alignment errors that are described later. As with the
steady-state experiments, three PEMS were run in parallel for the transient experiments, although
the same three PEMS were not used for all three engines.

The transient error surfaces deal with precision errors that result from transient operation.
Although bias errors could have been quantified, the Test Plan specifically excluded bias error
from the transient error surfaces. As a result, PEMS variability was characterized with respect to
the median PEMS value for a given NTE event, without direct reference to the transient
laboratory data. A secondary task for this experiment was to provide an initial assessment of the
laboratory’s ability to repeat such short transient measurements.

The transient error surface data analysis was complicated by the desire to correct for
precision errors already characterized by the steady-state measurements, so that the transient
surfaces would characterize only the incremental error due to transient operation. The method
given in the Test Plan called for the variability of the steady-state measurements to be subtracted
from the variability observed for the transient experiments, on an engine-by-engine basis.
However, because both of these variability terms are evaluated across all the repeats for a given
engine as a pooled data set, the analytical method was particularly vulnerable to issues related to
variability in the test article itself (i.e. variability in the pooled NOy level during steady-state or
transient testing).

This vulnerability manifested on several occasions throughout the transient error surface
experiments. In some cases, it was addressed by removing selected outliers where the engine did
not repeat from the pooled data sets for both steady-state and transient experiments. In other
cases, however, this approach was not adequate to address variability problems. For Engine 3,
steady-state variability was intermittently higher than transient variability for many concentration
levels. As a result, the transient data analysis methodology was modified considerably from the
one originally designed in the Test Plan. Because bias errors were not included, all transient
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error surfaces have 50™ percentile error values of zero. A summary of the magnitude of the
transient error surfaces is given in Table 5. The gaseous emissions errors showed a dependency
on level, and are therefore given as percent of point values. The EFM transient errors were not
as level dependant and are given is a percent of maximum flow.

TABLE 5. MAGNITUDE OF ERROR TERMS FOR TRANSIENT ERROR SURFACES -
GASEOUS ANALYZERS AND EXHAUST FLOW

Error Magnitudes
Percentile NMHC, CO, NOy, COq, EFM,
% point % point % point % point % max’
5 -0.03% 0% -2.5% 1% -0.7%°
50" 0% 0% 0% 0% 0%
95th 3% 0% 2.5% 1% 0.6%”

! 96max = percent of maximum flow rate, varies by flow meter size

2 Values represent average across range of range of flow, individual 5" and 95™ percentile values
varied

Another set of transient error surfaces were generated to capture the effects of transient
operations on ECM broadcast signals that are used to predict torque and BSFC. These error
surfaces were again designed only to capture precision errors, and therefore the PEMS deltas for
each repeat were generated with respect to the median PEMS value for a given event. The
magnitude of these ECM-related transient error surfaces is summarized in Table 6.

TABLE 6. MAGNITUDE OF TRANSIENT ERROR TERMS FOR ECM VARIABLES

Error Magnitudes
Interpolated Interpolated
Percentile CAN-Speed, | CAN-Fuel Rate, Torque, BSFC,
% point % max’ % max* % average®
53 -0.2% -0.8% -0.9% -0.2%
50™3 0% 0% 0% 0%
953 0.2% 0.6% 0.7% 0.2%

! 96 max = percent of maximum engine torque or fuel rate

2 0% average = percent of average BSFC over a “typical” NTE event = 245 g/kW-hr
3 Values represent average across range of measurement, individual 5 and 95"
percentile values varied and may be as large is 2-3 times averages

Torque and BSFC Error Surfaces

There were a number of engine experiments associated with various sources of error in
torque and BSFC estimation. Some of these were run only on selected engines, as noted below
for each error surface. The PEMS values for these surfaces were not broadcast directly from the
engine ECMs. Rather ECM CAN broadcast speed and CAN broadcast fuel rate were recorded
during these experiments. For each test engine, a 40-point steady-state map was run to
interpolate torque and/or BSFC from CAN-speed and CAN-fuel rate. The recorded values were
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post-processed via interpolation to provide the resulting PEMS values for comparison to the
laboratory reference values. A summary of the magnitude of each of the torque and BSFC error
surfaces is given in Table 7. Each of the error surface types is summarized briefly below.

TABLE 7. MAGNITUDE OF TORQUE AND BSFC ERROR SURFACES

Error Magnitudes
Error Surface 5 50™ 95"
Percentile Percentile Percentile
Torque % max-
Interacting Parameters — DOE? -0.5% 0.6% 2.3%
Interacting Parameters — Warm-up -5.9% 0% 5.9%
Independent Parameters -1.0% 0% 1.8%
Interpolation -0.9% 0.06% 1.6%
BSFC % average®
Interacting Parameters — DOE® -4.2% -1.5% 0.8%
Interacting Parameters — Warm-up -3.6% 0% 3.6%
Independent Parameters -1.8% 0.2% 1.2%
Interpolation 1.0% 0.3% 3.7%

! 96 max = percent of maximum engine torque
2 DOE percentiles are average percentiles for whole load range, values varied somewhat by level
® 9% average = percent of average BSFC during “typical” NTE event = 245 g/kW-hr

Interacting Parameters — Design of Experiment

The Design of Experiment (DOE) experiment was designed to characterize errors in
predicted torque and BSFC based on a variety of operating and environmental conditions. The
conditions included barometric pressure, manifold temperature, exhaust restriction, and inlet
restriction. These parameters were all varied according to the DOE test matrix. Using steady-
state testing, this experiment was run on two of the three test engines. The data was all pooled
together to form a single error surface. A “baseline” set of tests were used to remove
interpolation errors from the data set, because those errors are already accounted for elsewhere in
the Model.

Interacting Parameters — Warm-up Experiment

The warm-up experiment was designed to capture errors in predicted torque and BSFC
related to variations in engine fluid properties and operating temperatures, including viscosity
effects. An exhaustive test matrix of these parameters could not readily be conducted; therefore,
these errors were dealt with collectively using a relatively simple cold-start warm-up experiment.
This experiment was run on all three engines. However, two of the three engines (both of which
were EGR equipped) were started from low room temperature condition (roughly 15°C), while a
third engine (non-EGR equipped) was soaked to a temperature near 0°C prior to engine start.
The error surface values were characterized by finding the maximum error observed during the
experiment after the point in time where all engine temperatures had reached the entry point of
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the NTE zone, as defined in CFR 40 Part 86. The data from all tests was pooled together to
generate a final error surface.

Independent Parameters

The independent parameters experiment characterized errors in predicted torque and
BSFC caused by changes in fuel or ambient humidity levels. Three different ULSD fuels were
tested which spanned a wide range of properties including aromatic content, density, and cetane
number. Three humidity levels were also run from near zero humidity to levels near 28 g/kg. A
full nine point test matrix was run testing all nine combinations of these parameters. A clear
trend was observed for fuel changes, while humidity changes did not demonstrate an obvious
trend. All of the data for all test points was collected into a single error surface. This experiment
was run only on the MHD engine.

Interpolation Torque and BSFC Errors

During the design of the Test Plan, it was determined that a 40-point speed-load matrix
would be used to define an interpolation grid for predicted torque and BSFC from CAN-speed
and CAN-fuel rate. While this matrix served the needs of the program, it was felt that in real-
world testing, the test matrix was too dense, placing an excessive mapping burden on individual
engine manufacturers. The Steering Committee determined that a 20-point speed-load matrix
would be a more acceptable level of effort. However, the less dense grid would likely lead to
more interpolation errors in use.

The interpolation error surfaces were designed to capture the incremental error involved
in dropping from a 40-point matrix to a 20-point matrix. The generation of this surface was a
computational exercise carried out using the initial 40-point steady-state map data generated for
each engine. The Steering Committee down-selected 20 points from those 40 to generate the
coarser grid. A matrix of several thousand CAN-Speed and CAN-Fuel Rate combinations was
run using both 40-point and 20-point grids, and these data sets were compared to generate the
final deltas, 20-point values minus the 40-point values. Percentile values from this data set were
averaged for all three engines to derive the final error surface.

Exhaust Flow Meter Error Surfaces

There were three exhaust flow meter installation experiments, each of which dealt with a
different potential error source. All of these experiments were conducted only using Engine 1,
which used a 5-inch diameter Sensors Inc. exhaust flow meter. The first dealt with errors due to
pulsations in the exhaust. For this experiment, the DPFs were removed from the exhaust and the
flow meter was relocated to a position relatively close to the turbocharger outlet. The second
experiment dealt with non-uniform velocity profiles in the EFM introduced by pipe bends
upstream of the flow meter. This second experiment was referred to as swirl error. The
magnitude of these error terms is summarized below in Table 8.
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TABLE 8. MAGNITUDE OF ERROR TERMS FOR EXHAUST FLOW ERROR

SURFACES
Pulsation “Swirl”
Percentile Errors, Errors,
%max’ %max*
50" 0.5% to 2% 0.1% to 0.9%
Total spread 5" to 95" | 0.2%t0 0.8% |  0.1% to 0.5%

T 9bmax = percent of maximum flow rate, varies by flow
meter size

2 This value is the total width of the error band between the
5" and 95" percentile boundaries.

A third experiment was conducted to examine the possible effects of air currents up to 60
mph across the outlet of the EFM in various directions. The wind experiments resulted in no
significant errors; therefore this error surface was removed from the Model.

Miscellaneous Error Surfaces

There were several error surfaces which either did not fit under the above categories, or
were based on data taken outside this program. These error surfaces are described below.

OEM Torque and BSFC Error Surfaces

The OEM torque and BSFC error surfaces were generated based on data supplied by the
various engine manufacturers directly to EPA. The intention for these error surfaces was to
characterize errors based on a variety of terms chosen by joint agreement of the Steering
Committee members. Some of these error sources include production variability, the action of
various AECDs, etc. The data was combined and analyzed by EPA. Discussions were held
between EPA and individual engine manufacturers, due to the confidential nature of much of the
information being disclosed. At the end of this process, EPA submitted a single set of error
surfaces, which was approved by the Steering Committee for inclusion in the Model. The
magnitude of these errors is described in Table 9.

TABLE 9. MAGNITUDE OF OEM ERROR SURFACES

Error Magnitudes
Percentile Torque, BSFC,
% point % point
5" -5.9% -6.5%
50" 0% 0%
95" 5.9% 6.5%
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Time Alignment Errors

The time alignment error surface captured the effect of errors in time alignment of the
various continuous PEMS data sources on the final brake-specific emission results. This error
source was not originally included in the Test Plan, and no experiment had been designed to
examine it. However, during various Steering Committee discussions over the course of the
program, it was decided that time alignment was a potentially significant source of error, and that
it should be incorporated into the Model. This proved difficult because unlike many of the other
terms which dealt with a single measurement term, time alignment is associated with the
collection of the various data streams into the final result. Therefore, a single additive delta
could not easily be generated.

Ultimately, the Steering Committee settled on a multiplicative adjustment factor which
would be applied after all other error terms had been added and the final brake-specific result had
been determined. A separate factor was developed for each pollutant, and for each of the three
calculation methods allowed in the HDIUT program. The error values were generated using a
set of transient data from each engine. Time alignment of three data streams; the gaseous
analyzers, the exhaust flow meter, and the ECM vehicle interface data stream, were perturbed
relative to one another by increments of 0.5 and 1 second alignment errors in various
combinations forward and backward. The brake-specific emission levels for all 30 NTE events
in the cycle were calculated for each misaligned data set, and were compared to values calculated
using the nominal time alignment values. The errors were pooled across all three engines to
arrive at a final set of error terms. Time alignment values were only generated for NOy and CO,
because NMHC values were too low and stable to see any discernible trends in NMHC due to
time alignment. The final time alignment values are given in Table 10 below.

TABLE 10. MAGNITUDE OF TIME ALIGNMENT ERROR SURFACES

Calculation Error Values, % point (BS emission level)

Method Percentile CcoO NOy
5 -7.5% -3.2%

1 50" 0.0% -0.1%
95 4.6% 1.5%

5N -5.4% -1.3%

2 500 0.0% 0.0%
95 5.1% 1.5%

5 -5.2% -1.4%

3 501 0.0% 0.0%
95 12.3% 2.9%

The use of the time alignment error term was not universally accepted by all of the
Steering Committee members, due to concerns over the method by which it was applied, and the
potential magnitude of its effects compared to all other error terms. However, the majority vote
of the Steering Committee was to include this error surface in the final Model.
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Environmental Chamber Results

Detailed information on the results of all of the environmental chamber experiments
performed to generate individual error surfaces is given in Section 4 of this report. However,
several general observations can be made regarding the environmental chamber test results.

These tests were different from the engine dynamometer tests in that they did not involve
the sampling of engine exhaust. Rather PEMS errors during environmental chamber testing were
conducted while sampling reference gases at various concentrations over an automated sequence.
These gases were sampled continuously while the various environmental disturbances were
applied to the PEMS. Environmental error sources that were examined included the effects of
ambient temperature, ambient pressure (i.e., altitude), vibration, and electromagnetic interference
(EMI/RFI). In addition, because the PEMS HC instrument used ambient air for the FID burner
air supply, the effect of ambient HC variation was examined on the NMHC measurement.

In most cases, the observed effect of most of the environmental disturbances was
relatively small, as compared to other error sources examined during this program. During the
course of environmental testing, it was often noted that the PEMS exhibited similar variations on
analyzer response whether the environmental disturbances were applied or not. The exception to
this general trend was NMHC, which demonstrated considerable variation as a result of both
temperature and ambient HC variation. This is despite the fact that a fairly broad range
disturbance was applied for each potential error source. It should be noted that in some cases,
particularly for the vibration and EMI/RFI experiments, the range of environmental disturbances
was actually sufficient to cause occasional functional failures of the PEMS.

The relative magnitude of the environmental error surfaces is given in Table 11. In
general, these error surfaces were centered around a zero error, with the table value showing a
typical maximum range of the error surface values, as a percentage of average value at the
appropriate NTE threshold. Generally, this error could be either positive or negative.

TABLE 11. MAGNITUDE OF ERROR TERMS FOR ENVIRONMENTAL ERROR

SURFACES

Maximum Error Magnitudes
Error Surface NMHC, CO, NOxy, CO,, EFM,

% threshold % threshold % threshold % threshold % max’

Temperature 7.5% 0.1% 2.8 % 0.5% 0.2%
Pressure 2.5 % 0.7 % -2 -2 0.5%
EMI/RFI -2 -2 -2 -2 0.3%
Vibration -2 -2 -2 -2 -2
Ambient HC 10 % n/a n/a n/a n/a

! 96max = percent of maximum value, varies by flow meter size
2 a dash (-) indicates that error effect was not deemed significant enough to justify inclusion in
the model
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It should be noted that the effect of the environmental surfaces was limited in the overall
model by design. This was done in an attempt to simulate the effect of the drift check criteria in
40 CFR Part 1065. The effect of this drift check was simulated in the model by comparing the
brake-specific results of each model run, both with and without the environmental errors applied.
If these two results diverged by more than the tolerance allowed in 40 CFR Part 1065, generally
4 percent, the result of that particular model run was discarded for the pollutant in question as
having failed the drift check. Therefore, the maximum potential effect of the environmental
error surfaces was limited.

Given the magnitude of the environmental error surfaces for NMHC, it was recognized
that a large number of model runs were likely to fail this drift check at a 4 percent tolerance.
Therefore, EPA agreed to widen the drift check tolerance for NMHC for in-use testing from 4
percent to 10 percent. This change will be applied to 40 CFR Part 1065 Subpart J.

Monte Carlo Model Results and Validation

The results of the Monte Carlo simulation run, as well as the details of procedures used to
validate these results are given in Section 5 of this report. A summary of these is given below,
including a brief description of the selection of the final Measurement Allowances which were
given at the front of the Executive Summary.

The final model run to generate the measurement allowance values using all of the data
described above was a significant investment of time and resources. A data set of 195 “reference
NTE events” was used to conduct the model run. Each event was run through the model at least
10,000 times and in some cases many more times. During each repeat, all of the error surfaces
described above were randomly sampled, and the resulting errors were applied to appropriate
terms (i.e., concentrations, exhaust flow, etc.). The model would then calculate several sets of
brake-specific results. An “ideal” result would be calculated from the un-perturbed reference
data for the event in question. Then a set of perturbated results would be calculated from the
data set after all errors had been applied. Calculation of the perturbated results was done using
each of the three brake-specific calculations allowed by 40 CFR Part 1065 Subpart J for in-use
testing. The perturbated results were then compared to the ideal result to generate a delta. The
details of each of the three calculation methods are described in the background information
given in Section 1 of this report.

For each of the 195 reference events, the resulting deltas for all of the 10,000 or more
repeats were pooled together, and a 95" percentile delta was determined for each pollutant by
each of the three calculation methods. These 95™ percentile deltas were pooled together for all
195 reference events in order to generate a final potential measurement allowance value. A set
of 9 candidate measurement allowance values was determined, three values for each pollutant
(NMHC, CO, NOy), one for each calculation method. The candidate values determined by the
model run are given in Table 12. The results of model validation are also shown in this table.
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TABLE 12. MODEL RESULTS AND VALIDATION

Measurement Errors (%) at Respective NTE Threshold

Emission Method 1 Method 2 Method 3
“Torque-Speed” “BSFC” “ECM Fuel Specific”
BSNOXx 22.30 4.45 6.61
BSNMHC 10.08 8.03 8.44
BSCO 2.58 1.99 2.11

Note: values in white cells were validated successfully, while values shown in gray
cells were not validated.

As is the case with all simulation results, no model values should be used until those
results are somehow validated against a set of real test data. The generation of a validation data
set was a considerable challenge, as it required in-use testing with PEMS to be performed, while
at the same time requiring comparison to some acceptable form of reference measurement. This
was required because the output of the model is a set of deltas between a PEMS measurement
and a laboratory reference measurement.

Two methods of generating validation data were used in this program. The primary
method involved on-road field testing using one of the PEMS that was examined during this
program. The reference for this on-road validation testing was the CE-CERT Mobile Emission
Laboratory, which IS operated by the University of California-
Riverside. This unique facility incorporates a full-flow CVS dilution tunnel and measurement
system into a trailer which can be pulled behind a Class 8 heavy-duty truck. During validation
testing, truck exhaust was sampled simultaneously by the PEMS and the mobile laboratory, in
order to generate deltas. As an added quality assurance measure, the mobile laboratory was
correlated to the SwWRI reference laboratory test cell, in order to eliminate any potential effect of
biases between the two facilities on the model validation effort.

A secondary validation data set was generated in the SwRI dynamometer laboratory
reference test cell. This was done because the on-road validation could not incorporate any form
of reference torque and fuel flow measurements, to allow validation of torque and BSFC error
terms. Therefore, selected portions of the on-road testing operation were re-played in the
dynamometer laboratory, in order to try to validate the errors predicted by the model for torque
and BSFC sources.

The final result of these validation exercises is depicted in Table 12. As noted in that
table, the model result for NOy was validated only for calculation Method 1. The model result
for NMHC was validated for all three calculation methods, while the CO results did not validate
for any of the three calculation methods. As has been noted earlier, the test engines used during
this program generated very low levels of CO, orders of magnitude below the NTE thresholds,
and therefore the model result based on that data was not likely to be a good predictor of actual
measurement errors at the CO compliance threshold. However, the Steering Committee noted
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that actual engines which would be evaluated during the HDIUT program are also likely to be
several orders of magnitude below the NTE threshold, and therefore the lack of validation of CO
was not deemed to be a significant problem.

Efforts were made to examine the reasons for the lack of validation of NOy for
calculations Methods 2 and 3. These involved examination of both the model results and the
validation data sets to determine if any errors were made or issues could be resolved. It should
be noted that these two methods predicted considerably smaller overall measurement allowances,
as compared to Method 1. However, the CE-CERT on-road validation deltas for those same
methods were larger, resulting in a lack of validation. As a result, after considerable Steering
Committee discussion, the values for Methods 2 and 3 were deemed not usable as candidates for
measurement allowance generation.

The methodology for selecting measurement allowance values from among the three
calculation methods called for a single method to be chosen for all three pollutants. With CO not
considered relevant for this purpose, only Method 1 contained validated values for the other
pollutants. Therefore, the candidate measurement allowance values for Method 1 were adopted
as the basis for calculating the final measurement allowances. These percentage values were
applied to the appropriate NTE thresholds, as given in Table 1, in order to generate the final
allowances which were given earlier in Table 2.

It should be noted, however, that as part of the final agreement reached by the Steering
Committee on the Method 1 values, EPA indicated its desire to continue to examine the possible
reasons for lack of validation, as well as the potential to modify the model and the error surfaces
in order to correct the issues. If upon further examination, this path appeared promising in terms
of being able to achieve validation of all three calculation methods, then a further cooperative
program would be initiated to revise the model result. However, any revised measurement
allowance values which were generated as a result of such a future program would not take effect
before the 2010 model year.
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Auxiliary Emission Control Device AECD
American Society for Testing and Materials ASTM
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California Air Resources Board CARB
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& Technology CE-CERT
Code of Federal Regulations CFR
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Design of Experiment DOE
Diesel Particulate Filter DPF
Electromagnetic Interference EMI
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Environmental Protection Agency EPA
Heavy Duty In-Use Testing HDIUT
Heavy Heavy Duty HHD
Intake Manifold Temperature IMT
Laminar Flow Element LFE
Light Heavy Duty LHD
Median Absolute Deviation MAD
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1.0 INTRODUCTION

The intent of this section of this report is to provide an overview of the program objectives,
background material on the test plan, test methods, and equipment, and to briefly discuss the
rationale behind each of the major components of the measurement allowance program which
will be discussed in detail in later sections of the report.

This revised version of the final report contains a number of changes made following
EPA’s peer review of the original final report. None of the results or conclusions of the original
report were affected as part of the revision. The changes made to the report primarily involved
additional clarifying language in areas were the peer review process indicated that the original
report was unclear or vague.

1.1  Objective

The objective of this program was to determine a set of brake-specific measurement
allowances for the gaseous pollutants regulated under the Heavy-Duty In-Use Testing (HDIUT)
program. These measurement allowances are intended to represent the incremental error
between measuring emissions under controlled conditions in a laboratory with lab-grade
equipment, and measuring emissions in the field using Portable Emissions Measurement Systems
(PEMS). Measurement allowance values were generated for non-methane hydrocarbons
(NMHC), carbon monoxide (CO), and oxide of nitrogen (NOy).

The measurement allowances are fixed brake-specific values, which are intended to be
added to a given NTE threshold in order to provide an additional compliance margin which
accounts for the relative error between laboratory and field measurements.

The completion of this program was part of the resolution of a 2001 legal suit filed against
EPA by the Engine Manufacturer’s Association (EMA) and several individual engine
manufacturers regarding certain portions of the Not-to-Exceed (NTE) standards. This dispute
was settled on June 3, 2003. As such, this program represents a cooperative effort between EPA,
EMA, and the California Air Resources Board (CARB). The program was jointly funded by all
three organizations, and was conducted under the direction of a Steering Committee composed of
representatives of all three organizations, as well as representatives of a number of individual
engine manufacturers which are EMA members.

1.2 Background

1.2.1 Measurement Allowance Program Test Plan

The measurement allowance program was conducted according to procedures and
guidelines which were laid out in a detailed test plan document titled Test Plan to Determine
PEMS Measurement Allowances for Gaseous Emissions Regulated under the Manufacturer-Run
Heavy-Duty Diesel Engine In-Use Testing Program. The final version of this document, which
forms the basis of the program, is dated October 24, 2005. This document will be referred to as
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the Test Plan throughout the remainder of the report. This final version was modified from the
initial version, dated May 20, 2005, which was distributed publicly by EPA and is available via
the Internet at http://www.epa.gov/otag/regs/hd-hwy/inuse/testplan.pdf. The two documents are
identical in terms of overall methodology and scope, and differ primarily in certain details
pertaining to either test execution or data analysis.

The Test Plan was developed as a collaborative effort by the Steering Committee and all
modifications made to the Test Plan were discussed and approved by the Steering Committee
prior to being performed. Throughout the program, every effort was made to adhere to the
procedures given in the Test Plan. However, on numerous occasions, these procedures had to be
modified in response to unexpected occurrences during testing, or as a result of test data
generated during the program. All such modifications that were not captured in the final Test
Plan document are included in this report. When such changes are noted in the report, the
original Test Plan procedure is given, along with the rationale for any changes, and the date at
which these modifications were approved by the Steering Committee.

1.2.2 PEMS Steering Committee

The PEMS Steering Committee was composed primarily of representatives from EPA,
EMA, CARB, and the following engine manufacturers: Cummins Engine Company, Detroit
Diesel Corporation, Volvo Powertrain, Caterpillar Inc., International Engine Company, and
Isuzu. Representatives of other engine manufacturers were also present for some of the
Committee meetings. PEMS Steering Committee meetings were convened on an as needed basis
by agreement of the Committee members. Generally, these meetings were held on a monthly
basis, although bi-monthly meetings were held late in the program as key decisions were
required. During the majority of the program, weekly teleconferences were held to update the
group on progress and to provide feedback to SwRI. It should be noted that this required a
considerable time and travel commitment on the part of Steering Committee members. SwRI
would like to acknowledge this contribution, and thank the Committee members for their efforts.

In general, efforts were made to achieve unanimity among all Steering Committee
members before deciding on a course of action. On the occasions that a unanimous opinion
could not be formed, a majority vote of Committee members was required to decide a given
issue. In such cases, which were generally rare, dissenting votes were noted for the record as
desired by those in dissent.

1.2.3 Portable Emission Measurement Systems (PEMS) Description and Function

The focus of this program was the evaluation of Portable Emission Measurement Systems,
which are referred to by the acronym PEMS throughout this report. A key provision of the Test
Plan was that the PEMS to be evaluated had to represent commercially available hardware. The
intent of this provision is captured in the following language taken from the Test Plan:

“The PEMS used in this test plan must be standard in-production makes and models that are for sale as
commercially available PEMS. In addition, PEMS and any support equipment must pass a “red-face” test with
respect to being consistent with acceptable practices for in-use testing. For example, use of large gas bottles that can
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not be utilized by the EPA/ARB/EMA HDIU enforceable program is unacceptable. Furthermore, the equipment
must meet all safety and transportation regulations for use on-board heavy-duty vehicles.”

The original intent of the program was to evaluate PEMS from two suppliers, Sensors
Incorporated and Horiba Instruments. However, at the time of the start of this program, the
Horiba PEMS was still in the final stages of development, therefore Horiba was not able to
supply a commercially available unit. As a result, the program was conducted primarily with the
Sensors Inc. SEMTECH-DS hardware. Horiba was able to supply examples of its OBS-2200
PEMS hardware in the later stages of the program, but this was evaluated only for purposes of
supplemental information as time permitted. The measurement allowance values were generated
using data from only the Sensors SEMTECH-DS PEMS hardware. The Test Plan called for
three different PEMS units from each Manufacturer to be examined. Ultimately, due to various
scheduling and hardware issues, a total of seven SEMTECH-DS units were evaluated during the
program. However, all seven PEMS were not evaluated for every error source, and no more than
three PEMS were used during any given error test.

The SEMTECH-DS PEMS included several major components. The first of these is the
SEMTECH-DS portable gaseous emission analyzer unit. This unit housed the gaseous emission
analyzers, the sampling system, and the sampling conditioning system. The unit also contained
electronics for analyzer functions, interaction with the other system components, as well as for
communication with the user. User interface was accomplished using a remote interface
program running on a laptop computer, which was connected to the SEMTECH-DS via an
Ethernet cable or using wireless communication. The front of a SEMTECH-DS PEMS is
pictured in Figure 1, showing the connection points for various other components.

l l SEITITECH—DS
sensors, inc.

SPAN HEATED FILTER HEATED LINE

!D-! P&l
0723 BAR
ZERD

— e 10 -8 P5I
e : o7-23 BAR L

MOBILE EMISSION ANALYZER

: ETHERNET TEMR Ak
L i AUX- GPS COMP HuB RH TEMP
* FID FLAME

S Q ® s me . l

3 VEHICLE Rt
SR amLIE AUXZ ANALDG D  INTERFACE LINE CARD 1avoe

* BATA LOG /—um —

FIGURE 1. SENSORS INC. SEMTECH-DS PORTABLE EMISSIONS ANALYZER
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The SEMTECH DS uses a variety of different analyzers to measure various gaseous
emissions. Total hydrocarbons (HC) are measured using a heated flame ionization detector
(HFID). Carbon monoxide (CO) and carbon dioxide (CO,) are measured using a non-dispersive
infrared (NDIR) instrument. Oxides of nitrogen (NOx) are measured using a non-dispersive
ultraviolet (NDUV) instrument, in which NO and NO; are measured separately and combined
mathematically to produce a final NOy value.

The SEMTECH DS units were initially supplied along with an add-on FID analyzer for
methane measurement to allow for the determination of non-methane hydrocarbons (NMHC).
However, only two of these units were supplied, which was not enough for all the PEMS used in
the program. In addition, upon evaluation, the Steering Committee determined that these
methane analyzers did not pass the red-face requirement outlined in the Test Plan and were not
suitable for field use. Therefore, the methane analyzers were not used in the program, and
NMHC for the PEMS was determined as 0.98 times THC, as allowed under CFR Title 40 Part
1065.

A second key component of the SEMTECH-DS PEMS is the SEMTECH EFM2 exhaust
flow meter. This unit is a pitot-tube based exhaust flow measurement meter which is design to
be attached to the end of a vehicle tailpipe for direct measurement of exhaust flow over a wide
dynamic range. The control box contains a set of pressure transducers for differential and static
pressure measurement. The EFM control unit is connected to the main SEMTECH-DS unit via a
digital interface cable, and flow data is recorded along with gaseous emissions data and other
parameters in a single data file. An example of the SEMTECH EFM2 flow meter is shown in
Figure 2. This flow meter also incorporates the sampling probe through which the SEMTECH-
DS emission analyzer samples exhaust for delivery to the gaseous analyzers. This probe is
connected to the main SEMTECH-DS unit via a heated sampling line which is controlled to a
temperature of 191°C, in accordance with CFR Title 40 Part 1065.

The third key component of the SEMTECH-DS is the vehicle interface. This interface is
used to read engine variables broadcast from the ECM digitally via CAN. Variables are read
according to either the SAE J-1939 or SAE J-1708 protocol, depending on what is available from
a given engine. These ECM broadcast variables are required for estimation of torque and fuel
consumption during in-use testing, as well as to determine entry into or exit from the NTE zone.

A fourth component of the SEMTECH-DS is a temperature and humidity probe. This is
used by the SEMTECH-DS to monitor and record ambient temperature and humidity during in-
use testing. This probe is plugged into the main SEMTECH-DS unit, which takes the raw sensor
data from the probe and converts it to temperature and humidity measurement values.

Data from all of these components is generally recorded simultaneously, and stored in a
single data file for each test run on a memory card in the main SEMTECH-DS unit. This data
can later be retrieved via a laptop computer either over a wireless connection or via a cabled
Ethernet link. The laptop software interface also provides a means of user interface for manual
operations, diagnostics, and monitoring of the SEMTECH-DS during testing. The data recorded
by the SEMTECH-DS is then post-processed to determine emission values and to review quality
assurance parameters.
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FIGURE 2. SEMTECH EFM2 EXHAUST FLOW METER AND CONTROL UNIT

1.2.4 PEMS Operations at SWRI

Once the PEMS hardware was delivered to SwRI for this program, modifications could
only be conducted in accordance with strict guidelines given in the Test Plan. In general,
modifications could only be conducted following approval from the Steering Committee. In
addition, PEMS operations were conducted only by SwRI staff in accordance with procedures
given in the standard documentation available for the PEMS. SwRI staff members were trained
by PEMS manufacturer representatives prior to the start of the program. PEMS representatives
were not allowed to be present during actual test operations. SwRI technicians Billy Valuk and
Richard Mendez were the PEMS operators during the program.

In general, PEMS manufacturers were allowed access to the hardware during this program
under only two conditions. The first was the failure of a 1065 audit performance check, in which
case, the PEMS manufacturer was offered an opportunity to correct the problem. The second
condition was in the event of an equipment malfunction which could not normally be repaired by
an end user. In the event of such repairs, appropriate 1065 audits were repeated to validate the
operation of the repaired systems before testing continued.

Throughout the course of the program, there were a variety of instances of both audit
failures and equipment malfunctions. An operating log of all of these occurrences was
maintained by SwRI throughout the course of the program. The complete log is included in
Appendix A of this report. For each incident, the log includes the date of occurrence, observed
failure symptoms, diagnostic steps, root cause analysis (if known), and corrective actions taken.
This log represents the collective PEMS operation experience with seven sets of PEMS hardware
over the course of roughly one year.
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1.2.5 Emission Calculation Methods for In-Use Testing

Once a set of data has been recorded using PEMS hardware, calculations must be
performed to determine brake-specific emission values in accordance with methods outlined in
40 CFR Part 1065 Subparts G and J. The symbolic notation given in the formulas shown later in
this section is fully described in 40 CFR Part 1065 Subpart K.

40CFR Part 1065 allows for the use of any of three different calculation methods in order

to determine brake-specific emission values from in-use test data. The basic calculation of
brake-specific emissions requires three main inputs as follows:

Mass _ Concentration x FlowRate
Work Power

BSEmission =

The three calculation methods vary somewhat in the means used to determine either the
Flow component or the Work component of this calculation. Each of the three methods is
summarized below. Because each method relies on different inputs, it is possible that each
method of calculation will react differently to various measurement errors. Therefore,
measurement allowances must be examined independently for each method. However,
according to the Test Plan methodology, only one of the three calculation methods would be
selected to generate the final measurement allowances. The selection methodology is outlined
later in this introduction under the Measurement Allowance Generation section.

1.2.5.1 Calculation Method 1 — “Torque” Method

Calculation Method 1 is analogous to the method used by most dynamometer laboratories,
and relies on direct input of both exhaust flow and torque. In the case of exhaust flow, this is the
flow rate measured by the same form of exhaust flow meter. In the case of the Sensors Inc.
PEMS, this is the value measured by the SEMTECH EFM2 exhaust flow meter. Work is not
measured directly, but is instead calculated using ECM broadcast engine speed and ECM
broadcast engine torque. While engine speed is directly measured by the engine ECM, ECM
broadcast torque is an estimate based on a variety of other parameters, therefore, torque cannot
be directly verified during in-use testing. A simplified formula for this method is:

Method 1= Z 9

ZWork

The more complete formula used for Method 1, using NOy as an example, is as follows:

N
R p—
/KW -hr)= i=1
€no, (g r) N {Speedi(rpm)*Ti(N 'm)*2*3-14159*At}
1

60*1000*3600

SwRI Report 03.12024.06 Page 6 of 371



It should be noted that calculation Method 1 is directly dependent on the accuracy of both
the exhaust flow meter and the torque estimation, as well as on the measurement of gaseous
concentration. This formula is applied similarly for CO and HC by replacing the measured
concentration and molecular weight values for NOx with those for the pollutant being calculated.

1.2.5.2 Calculation Method 2 — “BSFC” Method

This calculation is designated solely for in-use testing, and is designed to minimize the
effect of errors related to the accuracy of the exhaust flow measurement. Calculation Method 2
relies on flow weighting of individual readings during a test event. This means that although the
flow meter must be linear, it does not necessarily have to be accurate. In addition, Method 2
uses a carbon balance method to predict the fuel consumption rate, and a brake-specific fuel
consumption (BSFC) value to determine a final work term for the calculation. The BSFC value
is generally calculated using ECM broadcast values for fuel rate and for torque. A simplified
version of this method can be expressed as:

Method 2= ;gl
Z MXWOrk
ECM fuel

The more complete formula for Method 2, again using NOy as an example, is:

S

M o, *iZN_l:{(XNOX. (ppm))*lO‘G *n, [mOIj*At}

eyo, (9/KW -hr)=
v ni(mso'j*[chi(ppm)*lo-G+(xcoi(%)+ XCO, (%))*10°2 |* At

quel i=1 BSFC( g j
'\ kW -hr

As mentioned earlier, Method 2 is not subject to accuracy errors for the exhaust flow
measurement, although that measurement must still be linear for the method to function properly.
Application of this formula to HC and CO is the same as what was outlined for Method 1.

1.2.5.3 Calculation Method 3 - “Fuel Specific” Method

Method 3 does not use direct measurement of exhaust flow, but relies on a carbon balance
and ECM broadcast fuel rate to determine mass. The work term for Method 3 is determined
identically to the work term for Method 1; using the ECM broadcast values for engine speed and
torque to calculate work. Method 3 entirely circumvents the use of an exhaust flow meter, but
for the HDIUT program, EPA must approve the use of Method 3 for a given test and
manufacturer. A simplified version of Method 1 may be expressed as:
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ECM fuel
29
CO, fuel
ZWork

The more complete formula for Method 3, using NOy as an example is:

Method 3=

*10-6 * v g
Mo, *Wee | (xNO, (ppm))*10 mfue“(s]

M. le XHC, (ppm)*10~° +(xCO, (%) + xCO, (%))*10°2

*

exo, (9/kW -hr)=

60*1000*3600

N [Speedi(rpm)*Ti(N -m)*2*3.14159*At}
i=1

It should be noted that Method 3 is not subject to exhaust flow measurement accuracy
errors, but also that this method is wholly dependent on ECM broadcast values for both mass and
work determination. Application of this formula to HC and CO is similar to that described for
Method 1.

1.3 Monte Carlo Model Simulation

The desire for this program was to generate measurement allowances based on rigorous
statistical methods applied to a large body of data. At the same time, it was desirable to exclude
outlier data caused by extreme measurement errors which were not considered representative of
normal in-use operations. A direct approach could have been to test PEMS against some kind of
mobile laboratory reference (such as the CE-CERT Mobile Emission Laboratory) on a large
number of vehicles, and quantify errors directly. However, such an approach would have been
prohibitively expensive in terms of both time and funding. In addition, the desired laboratory
reference point for error comparison was certification testing, which is normally conducted in a
dynamometer laboratory facility.

Given these factors, the Steering Committee ultimately elected to use a simulation
approach in order to generate the measurement allowances. In this approach, the Steering
Committee would define all of the expected sources of PEMS measurement errors, based on
existing in-use testing expertise and understanding of how the PEMS functioned. Each of these
errors would be quantified using a series of controlled laboratory experiments, each designed to
isolate errors related to a single error source. The results of each experiment would essentially
be an empirical model of a given source of measurement error. In this report, these error models
are referred to as error surfaces. It is important to note that each of these error surfaces
represents an incremental error of PEMS measurement, as compared to an associated laboratory
reference measurement.

All of these error surfaces were programmed into a computer model, which employed

Monte Carlo random sampling methods to simulate the combined effects of all of these sources
of error on the final measured brake-specific value. An ideal data set for a given test event was
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run through the Model, and all the various errors were applied to that data set in a randomly
chosen manner. Brake-specific emission values were then calculated for both the ideal and
error-applied data sets, which were compared to yield a final measurement error. The process
was repeated thousands of times, with many different ideal data sets, to generate a large, robust
data set which was evaluated to determine a final set of combined measurement errors. These
final errors, referred to in this report as deltas, were generated for each pollutant and for each
calculation method, for a final set of nine deltas; three for each pollutant. A complete description
of the Monte Carlo methodology and of the model is given in Section 2 of this report.

1.4 1065 PEMS and Laboratory Audit

A key provision of both certification testing and compliance testing under the HDIUT
program is that manufacturers must use measurement equipment which meets the requirements
outlined in 40 CFR Part 1065. In particular 40 CFR Part 1065 Subpart D outlines a set of
performance checks which a measurement system must pass to insure the accuracy and
reliability of the instruments.

In light of these requirements, the Test Plan outlined a process wherein both the SwRI
reference laboratory and the PEMS would be audited prior to the start of testing, in accordance
with the procedures outlined in 40 CFR Part 1065 Subpart D. The audit was conducted on all
PEMS and laboratory instrumentation. In addition, a similar audit was also conducted on the
CE-CERT Mobile Emission Laboratory (MEL), which was later used during the validation
process outlined in Section 1.8. The performance checks were regularly repeated for both the
PEMS and the reference laboratory, in accordance with the requirements given in Subpart D. In
the event that a given PEMS failed a given Subpart D performance check during the initial audit,
the PEMS manufacturer was given an opportunity to correct the issue prior to the start of actual
testing, subject to the approval of the Steering Committee. The 1065 audit process and results
for the SwRI laboratory and the individual PEMS are described fully in Section 3 of this report.

1.5  Engine Dynamometer Laboratory Testing

A substantial number of the individual error experiments were conducted in an engine
dynamometer test cell located in the Department of Engine and Emissions Research at SwRI.
The test cell used for this program was Heavy Duty Transient Test Cell 27. This particular test
cell at SwRI is fully compliant with the procedures and methods of 40 CFR Part 1065. In
addition, the test cell incorporates additional equipment that can be used to simulate operation at
high altitudes, and also to simulate a wide range of ambient conditions in the intake air supply of
the engine. These expanded test cell capabilities were required for the proper conduct of some of
the experiments outlined in the Test Plan. SwRI technicians Gabriel Hernandez and Brian
Moczygemba were the engine operators during the program. Billy Valuk was the Test Cell 27
emissions cart operator during the program.

In general, the tests conducted at this location involved simultaneous measurements made
by both PEMS and the Laboratory on running engines. The engines were all equipped with
diesel particulate filters (DPFs), in order to simulate the exhaust conditions of a 2007 or later
model year engine. Because the engines that were tested were not 2007 model year engines, the
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NOy levels were roughly twice as high as those expected for such an engine. Three different test
engines were supplied to SWRI by participating engine manufacturers. These engines were a
heavy heavy duty (HHD) engine supplied by Daimler Chrysler, a medium heavy duty (MHD)
engine supplied by Caterpillar, and a light heavy duty (LHD) engine supplied by International.

Tests conducted in the dynamometer test cell included both steady-state and transient
exhaust emission measurements. In addition, a wide variety of experiments were conducted to
quantify errors in ECM broadcast torque and fuel rate, as compared to Reference Laboratory
measured values. Full details of all of these experiments, and their results are given in Section 4
of the report.

1.6 Environmental Chamber Testing

Another major portion of the Test Plan was devoted to characterizing PEMS measurement
errors related to varying environmental conditions that might be experienced in the field during
in-use testing. These tests were performed at a variety of facilities which are part of the
Mechanical and Material Engineering Division at SwRI. Environmental factors included in
these experiments included temperature, altitude, vibration, and electromagnetic interference.
PEMS were installed in specialized test facilities designed to simulate a wide variety of
conditions for each of these factors. In addition, testing was also performed to examine the
effect of ambient hydrocarbon levels on the PEMS HC measurement.

No engines were involved in the environmental tests. Instead, standard reference gases
were sampled by the PEMS during these tests. Therefore, the errors were determined by
comparing PEMS analyzer responses to the known, and verified, concentrations of the reference
gases. The exhaust flow meter was included in some of these tests, but because no exhaust was
flowing through the meter during environmental testing, only zero errors were examined for
exhaust flow during these tests. Full details of environmental testing and test results are given in
Section 5 of this report.

1.7  Exhaust Flow Meter Testing

A small set of experiments was specified in the Test Plan to evaluate the effect of various
installation and operation conditions on the exhaust flow meter. These conditions included
exhaust flow pulsations, non-uniform velocity profiles (possibly caused by pipe bends location
upstream of the flow meter), and the effect of wind across the open end of the exhaust flow
meter. These experiments were also conducted in the dynamometer test cell described in Section
1.5. Special exhaust systems and test rigs were set up for each of these experiments. The PEMS
exhaust flow meter measurements were compared to the Laboratory Reference raw exhaust flow
measurement during these experiments. Exhaust flow meter experiments and the results of those
tests are described in a portion of Section 4 of this report.
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1.8 Model Validation

For reasons discussed earlier, the measurement allowances were generated using a Monte
Carlo computer model. As with all simulations, it is vital that such a model be validated through
comparison with real experimental data. In this case, the Measurement Allowance model needed
to be validated against a data set generated through actual in-use field testing. Because the
model generates an incremental error in comparison to a Laboratory Reference, a suitable in-use
reference measurement was needed for comparison to the PEMS measurements. The Steering
Committee determined that the CE-CERT Mobile Emission Laboratory, operated by the
University of California-Riverside, would be an appropriate reference for validation of the
model-based in-field testing.

In order to insure that the validation was not disturbed by some inherent bias between the
SwRI Reference Laboratory and the CE-CERT MEL validation reference, a correlation exercise
was performed between the two laboratories, prior to the start of on-road validation efforts. The
CE-CERT MEL was brought to SwRI’s laboratory facilities in San Antonio, Texas, and a side-
by-side correlation test was run. During this test, exhaust from the same test engine was
alternately routed to the measurements systems of both SwRI and CE-CERT. This was done
repeatedly over the course of three days of testing. The data was then supplied to the Steering
Committee, in order to allow for a determination to be made that correlation between the
facilities was acceptable for the purposes of validation of the model.

After the correlation exercise was completed, a test truck was supplied to CE-CERT by
Caterpillar for use in this validation exercise. In addition, one of the audited PEMS used at
SwRI during the program was also delivered to CE-CERT. CE-CERT then conducted a series of
on-road test runs over various driving routes in California, which were designed to take the test
truck through a wide range of environmental and ambient conditions. During these tests,
simultaneous measurements were made with the PEMS and the MEL in order to generate a
validation data set. This formed the primary validation set for the model.

Because the CE-CERT MEL does not readily incorporate a means of direct torque
measurement on a vehicle, the on-road validation data set could not be used to validate model
errors associated with broadcast torque and derived BSFC. Therefore, an additional validation
exercise was conducted at SWRI. This involved removal of the engine from the test truck used
by CE-CERT, and installation of that engine in the SwRI dynamometer test cell. Selected
portions of the CE-CERT on-road tests were then simulated in the laboratory, to the extent
possible. Simultaneous laboratory and PEMS measurements were again taken during this
“replay” validation exercise. However, because the laboratory incorporates actual torque
measurement, it was possible to use this “replay” data set to validate the portions of the model
associated with torque and BSFC measurements.

Validation of the model was assessed independently for each of the three pollutants
(NMHC, CO, and NOy), and for each of the three calculation methods. A full description of the
validation efforts, including the data analysis methodology and the results of validation for each
pollutant by all three calculation methods is given in Section 6, with the exception of the CE-
CERT on road validation testing. This effort is described fully in a separate report, titled
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Measurement Allowance On-Road Validation Project Report dated March 2007. The contents of
that report are incorporated herein by reference.

1.9 Measurement Allowance Generation

The generation of a set of measurement allowances represented the final outcome of this
program. The Test Plan provided a methodology by which all of the data from the millions of
Model simulation runs would be collected and analyzed statistically, in order to generate a set of
three potential measurement allowances for each pollutant, one for each of the three calculation
methods. The Test Plan then outlined a specific method by which the final set of allowances
would be chosen from among deltas generated for each of the three calculation methods. The
assumption made by the Test Plan, was that the final outcome of all previous efforts would be a
set of three validated potential measurement allowance values for each pollutant, NMHC, CO,
and NOy. Each potential allowance was expressed as a percentage of its associated NTE
threshold.

The NTE thresholds used for this program are given in Table 13. These NTE thresholds
were determined by EPA and approved by the Steering Committee during the generation of the
Test Plan. The Test Plan values were supplied in g/hp-hr as shown and calculated values in
g/kW-hr are also given for reference.

TABLE 13. NTE THRESHOLDS FOR MEASUREMENT ALLOWANCE PROGRAM

Pollutant NTE Threshold
g/hp-hr g/kKW-hr
NMHC 0.21 0.2816
CO 19.4 26.02
NOy 2.0 2.682

These threshold values are of critical importance to the program, as they provide the basis
for the scaling of measurement allowances, the assessment of model convergence, and a variety
of other calculations performed during this program. The general philosophy of the Test Plan
was to determine measurement allowances based on errors at these emission levels, especially in
the case of any errors that scaled with emission level.

The anticipated outcome from the model runs, analysis, and validation efforts can be
represented as a table similar to the one shown in Table 14, which is repeated herein from the
Test Plan. The table illustrates both the model outcome, and the process for selecting the final
measurement allowance values.
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TABLE 14. EXAMPLE OF MEASUREMENT ALLOWANCE DETERMINATION
FROM TEST PLAN

Measurement Errors at respective NTE threshold (%)
Method 1 Method 2 Method 3
Ic. Method ==> .
Calc. Method Torque-Speed BSFC ECM fuel specific
BSNOx 18 % 18 % 20 %
BSNMHC 19 % 17 % 14 %
BSCO 3% 2% 1%
max error ==> 19 % 18 % 20 %
min of max ==> 18%
selected method==> "BSFC" method

The intent of the final selection process was to first determine the largest percentage error
from among the three pollutants for each calculation method. These three largest errors would
then be compared with each other, and the method which produced the smallest of these three
would be chosen for calculation of the final measurement allowances. At that point, the
percentages given for the chosen calculation method would be applied to the NTE threshold
values given in Table 13, in order to generate the final additive, brake-specific measurement
allowances for each pollutant.

An implicit assumption of the process, as described in the Test Plan, was that the values
produced by the model for all three pollutants and all three calculation methods would be
successfully validated. In the event that this did not occur, it would be necessary for the Steering
Committee to determine a valid alternate course of action, in order to determine the final
measurement allowance values.

The final model run and the selection and generation of measurement allowances are

described fully in Section 7 of this report, including the final allowances approved by the
Steering Committee.
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20 MONTE CARLO MODEL

2.1 Model Background

The main objective of this portion of the project was to use Monte Carlo techniques (e.g.
random sampling) in an error model to simulate the combined effects of all the agreed-upon
sources of PEMS error incremental to lab error on the components of the brake-specific (BS)
emissions. This was accomplished by creating “error surfaces” for the Monte Carlo simulation
to sample, based upon the results of a variety of lab experiments. The constructed model was
simulated for thousands of trials (i.e., iterations) using data taken from a reference data set of 195
unique NTE events. The model results were used to determine the brake-specific additive
measurement allowances for NOy, NMHC, and CO by three different calculation methods.

The error surfaces were generated from the results of each of the engine dynamometer and
environmental chamber laboratory tests described in Sections 4 and 5, respectively. The engine-
lab-test error surfaces covered the domain of error versus the magnitude of the signal to which
the error was to be applied (i.e., 5" to 95™ percentile error vs. concentration, flow, torque, etc.).
The environmental-test error surfaces for shock and vibration, and electromagnetic and radio
frequency interference (EMI/RFI) covered the same domain as the engine tests, but only for
concentration. The environmental test for ambient hydrocarbons was similar, but the error
surface did not change as a function of concentration. The environmental test error surfaces for
pressure and temperature were characteristically different because they covered the domain of
the environmental-test cycle time versus the magnitude of the signal to which the error was to be
applied (i.e., error at a selected time vs. concentration). Details on how each surface was
generated are given in Sections 4 and 5 of this report. Since these surfaces are populated with
data representing the incremental errors between PEMS measurements and laboratory
measurements, they were sampled directly by the model.

2.1.1 Reference NTE Events

The reference data set to which all the simulated errors were applied represented engine
operations over a wide range of NTE events. This reference data set was generated from
collections of real-world PEMS data sets. Parameters in the reference data set were scaled in
order to exercise the model through a more appropriate range of parameters (i.e. concentrations,
flows, ambient conditions, etc.). In this scaling process, care was taken to maintain the dynamic
characteristics of the reference data set.

The Monte Carlo simulation model was run on a set of 195 reference NTE events
collected from a number of sources. Five engine manufacturers provided a total of 97 events; 10
reference NTE events came from each of the three engines tested in the lab during the transient
testing; 54 reference NTE events were created by adjusting the engine transient tests to cover a
larger spread of the emissions; and 14 events came from the pre-pilot CE-CERT data. Before
and after errors were applied in the Monte Carlo simulation for each of these reference NTE
events.
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For all the reference data that was supplied by engine manufacturers, and the CE-CERT
data, it is understood that the NTE event data was based on actual field testing results. This was
done to insure that the NTE reference events would be representative of in-field operation in the
NTE zone. The data from the engine manufacturers was supplied directly to EPA individually.
The data was reviewed at EPA and then transmitted to SwRI. No additional information
regarding procedures used to generate this data was supplied to SwRI along with the reference
NTE events.

NTE brake-specific emissions results were calculated for NOy, CO and NMHC, using
each of the three agreed-upon NTE calculation methods. The three different BS emissions
calculation methods referred to in this test plan are:

1. Method #1: Torque-Speed Method
2. Method #2: BSFC Method
3. Method #3: Fuel Specific Method

The formulas and input constants for these three methods for each of the three emissions types
are provided in Appendix B.

Table 15 lists the number of NTE events obtained from each data source and the three
corresponding BS emissions calculated using Method 1. These emissions have been computed
with no error values added to the input parameters. For this report, emissions with no errors
added will be labeled the “ideal” emissions. In contrast, the emissions with errors added through
the Monte Carlo simulation will be labeled emissions “with errors”.

TABLE 15. REFERENCE NTE EVENTS AND METHOD 1 BS EMISSIONS

BSNOy BSCO BSNMHC
Number g/KW-hr g/KW-hr g/KW-hr
Source of NTE . . .
Events Min Max Min Max Min Max
International 19 1.858 5.446 0.520 1.3563 0.073 0.276
DDC 18 3.148 6.012 0.221 1.888 0.002 0.087

Caterpillar 20 0.025 5.865 0.000 1.361 0.000 0.059
Cummins 20 2.667 6.687 5.995 0.232 0.006 0.426

Volvo 20 1.396 2.457 1.159 0.266 0.004 0.014
Engine #1 28 0.844 5.799 0.145 0.496 0.000 0.000
Engine #2 28 1.815 3.397 0.150 0.511 0.000 0.004
Engine #3 28 1.586 3.467 0.261 0.530 0.000 0.004
Pre-Pilot 14 5.328 7.193 0.110 0.341 0.000 0.000

SwRI Report 03.12024.06 Page 15 of 371



When the ideal brake-specific emission values were calculated for the various reference
NTE events, it was noted that these ideal emission values were frequently different from one
calculation method to another. While it was recognized that this was a realistic outcome, the
Steering Committee was concerned that these discrepancies might introduce an unintended bias
into the results of the Monte Carlo simulation. Therefore, the Steering Committee directed SwRI
to adjust the NTE reference event data in order to align the brake-specific emission levels from
all the calculation methods. In general, the values for Methods 2 and 3 tended to be very close to
each other, while the Method 1 value would be farther from the other two.

The adjustment was performed by first assuming that the Method 1 result was the desired
value, and that the other two calculation methods would be aligned to that result. This meant
that torque, speed, and exhaust flow values were not changed. The next step of the alignment
process was to adjust CO; values for the NTE event, in order to line up the Method 2 NOy result
with the Method 1 value. This was done by using a single multiplier on all CO, values for the
NTE event in question. Finally the fuel rate values were adjusted slightly in order to bring
Method 3 in line with Method 2. This second adjustment was generally on the order of 2 percent
or less, because Methods 2 and 3 were normally fairly close to each other.

The alignment was performed in order to get the NOy emission levels from all three
methods to line up precisely. It was initially assumed that CO and NMHC would also line up,
once the NOy values were aligned. In general, that is what happened; however, selected events
still demonstrated a misalignment of CO or NMHC once NOx was aligned. The Steering
Committee ultimately elected to accept small discrepancies in CO and NMHC between the
calculation methods as long as the magnitude of the differences were less than 1% of the NTE
threshold for CO and 2% of the NTE threshold for NMHC. Events which demonstrated larger
misalignment were removed from the reference data set. This review resulted in the removal of
four of the original events from the reference data set.

The distribution of the BS emissions data for the 195 reference NTE events to be
simulated in the Monte Carlo model are depicted in Figure 3 through Figure 5 for NOy, CO and
NMHC, respectively. Note that each emission has data values spread above and below the
corresponding NTE threshold. The NTE thresholds used in this analysis were:

e BSNOy 2.0 g/hp-hr  or 2.68204 g/kW-hr
e BSNMHC  0.21 g/hp-hr or 0.28161 g/kW-hr
e BSCO 19.4 g/hp-hr  or 26.0150 g/kW-hr
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Table 16 provides a summary of some descriptive statistics for the reference NTE data set
for each of the three BS emissions.

TABLE 16. DESCRIPTIVE STATISTICS FOR BS EMISSIONS FOR REFERENCE

NTE EVENTS
Descriptive BSNO, BSCO BSNMHC

Statistic g/kW-hr g/kW-hr g/KW-hr
Minimum 0.0249 0.0000 0.0000
Maximum 7.1927 5.9949 0.4258
Mean 3.0071 0.5936 0.0287
Median 2.6033 0.3836 0.0021
Standard Deviation 1.4807 0.7129 0.0591

The parameter data provided in each reference NTE event was on a second-by-second
basis with a minimum of 30 seconds and a maximum of 300 seconds. The input parameters
required for the BS emissions calculation methods and the Monte Carlo simulation are listed in
Table 17. An Excel file with a specific input format structure was used to standardize the format
of the input files. Since the total hydrocarbons (THC) was selected as an input parameter,
NMHC was computed as THC*0.98.
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TABLE 17. INPUT PARAMETERS FOR REFERENCE NTE EVENTS

Variable
Number Input Variable Units Description
All reference NTE events must be identified by an NTE number (e.g.,
1 NTE Event Number integer 001).
The source of the NTE event is the company, organization and/or lab
2 NTE Source alphanumeric _ [that created the event data.
3 Engine Make alphanumeric _ [Engine Make
4 Engine Model alphanumeric _ [Engine Model
5 Engine Displacement L Engine Displacement (L)
6 Date mm/dd/yyyy The day the NTE event data was created (mm/dd/yyyy).
Time in seconds. Each reference NTE must contain second-by-
7 Time Stamp hh:mm:ss.s second data only.
8 Wet CO2 % CO2 (%)
9 Wet CO % CO (%)
10 Wet kKNO ppm NO (ppm) with intake air-humidity correction
11 Wet kNO2 ppm NO2 (ppm) with intake air-humidity correction
12 Wet THC ppm THC (ppm)
13 Exhaust Flow Rate scfm Exhaust flow rate (scfm)
14 Flowmeter Diameter | 3, 4, or 5 (inches) |To compute the % of PEMS flowmeter maximum flowrate we will need
to know what size flowmeter was used for each NTE event.
Enter either 3, 4, or 5 to represent the following flowmeters and
maximum flow rates:
3 =3 inch EFM with maximum flow rate = 600 scfm
4 =4 inch EFM with maximum flow rate = 1100 scfm
5 =5 inch EFM with maximum flow rate = 1700 scfm
15 Speed rpm Engine speed (rpm)
To compute the % of normalized speed we will need nlo and nhi for the
16 Low Speed, nlo rpm engine computed as follows:
17 High Speed, nhi rpm nlo (rpm) = lowest speed below max power at which 50% max power
occurs
nhi (rpm) = highest speed above max power at which 70% max power
occurs
18 Fuel Rate L/sec Fuel rate (L/hr))
19 Max Fuel Rate L/sec To compute the % of maximum fuel rate we will need the max fuel rate
of the engine for each NTE event.
Max fuel rate (L/hr)
20 Derived Torqgue N-m Torque (N-m)
To compute the % of maximum torque we will need the peak torque of
21 Peak Torque N-m the engine for each NTE event
Peak torque (N-m)
BSFC (g/kW-hr), enter this based upon interpolating your own BSFC
table or use the calculation in this spreadsheet, which uses fuel rate,
torque, and speed to calculate BSFC, & spgr=0.85, use appropriate
22 BSFC g/kW-hr conversion factors and spgr.

2.1.2 Error Surfaces

During the initial review of the Test Plan and from discussions held at several Steering
Committee meetings, 52 error surfaces were initially identified and considered for inclusion in
the Monte Carlo simulation model. These individual error surfaces encompassed a wide variety
of error sources, and each of them was investigated in a specific experiment, as detailed later. In
some cases, upon reviewing the experimental data, the Steering Committee deemed that the
errors from certain sources were not significant; therefore, inclusion in the final Model was not
warranted. The details regarding which errors were not included in the model are given later
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under the description of the individual error experiments in Sections 4 and 5 of the report. A
final total of 35 error surfaces were incorporated into the Model. Two additional errors terms
were also included for time alignment as detailed later, bringing the total number of error terms
incorporated in the model to 37.

Table 18 lists the error surfaces examined during the study with the surfaces excluded by
the Steering Committee designated in italics. All remaining ones were implemented in the
simulation model. Each error surface was assigned a number for easy identification.
Additionally, two error surfaces relating to the time alignment adjustment for NOx and CO (i.e.,
see Section on Time Alignment for NO4 and CO) were also included.
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TABLE 18. ERROR SURFACES FOR MONTE CARLO SIMULATION

Measurement Error Surfaces and Deltas Used in BS Emissions Calculations

Component # |Test Source Error Surface Committee Action

1. Delta NOx 1 [Engine Dyno Delta NOx SS
2 |Engine Dyno Delta NOx Transient
3 [Environ Delta NOx EMI/RFI | Deleted by Steering Committee
4 [Environ Delta NOx Atmospheric Pressure Deleted by Steering Committee
5 |Environ Delta NOx Ambient Temperature
6 |Environ Delta NOx Vibration | Deleted by Steering Committee

2. Delta CO 7 |Engine Dyno Delta CO SS
8 |Engine Dyno Delta CO Transient Deleted by Steering Committee
9 [Environ Delta CO EMI/RFI Deleted by Steering Committee
10 |Environ Delta CO Atmospheric Pressure
11 |Environ Delta CO Ambient Temperature
12 [Environ Delta CO Vibration | Deleted by Steering Committee

3. Delta NMHC 13 [Engine Dyno Delta NMHC SS

NMHC = 0.98*THC | 14 |Engine Dyno Delta NMHC Transient

15 |Environ Delta NMHC EMI/RFI | Deleted by Steering Committee
16 |Environ Delta NMHC Atmospheric Pressure
17 |Environ Delta NMHC Ambient Temperature
18 [Environ Delta NMHC Vibration Deleted by Steering Committee
19 |Environ Delta Ambient NMHC

4. Delta Exhaust Flow | 20 |Engine Dyno Delta Exhaust Flow SS

21 |Engine Dyno Delta Exhaust Flow Transient
22 |Engine Dyno Delta Exhaust Flow Pulsation
23 |Engine Dyno Delta Exhaust Flow Swirl
24 |Engine Dyno Delta Exhaust Flow Wind Deleted by Steering Committee
25 [Environ Delta Exhaust EMI/RFI
26 |Environ Delta Exhaust Vibration Deleted by Steering Committee
27 |Environ Delta Exhaust Temperature
28 |Environ Delta Exhaust Pressure
5. Delta Torque 29 [Engine Dyno Delta Dynamic Torque

w
o

Engine Dyno Delta Torque DOE Testing
Engine Dyno Delta Torque Warm-up

Engine Dyno Delta Torque Humidity/Fuel
Engine Dyno Delta Torque Fuel | Combined with #32

w
=

w
N

w
w

34 |Engine Dyno Delta Torgue Interpolation
35 |Engine Manuf [Delta Torque Engine Manufacturers
6. Delta BSFC 36 |Engine Dyno Delta Dynamic BSFC
37 |Engine Dyno Delta BSFC DOE Testing
38 |Engine Dyno Delta BSFC Warm-up
39 |Engine Dyno Delta BSFC Humidity/Fuel
40 |Engine Dyno Delta BSFC Fuel | Combined with #39
41 |Engine Dyno Delta BSFC Interpolation
42 |Engine Manuf |Delta BSFC Engine Manufacturers
7. Delta Speed 43 |Engine Dyno Delta Dynamic Speed |
8. Delta Fuel Rate 44 |Engine Dyno Delta Dynamic Fuel Rate
9. Delta CO2 45 |Engine Dyno Delta CO2 SS
46 |Engine Dyno Delta CO2 Transient
47 |Environ Delta CO2 EMI/RFI Deleted by Steering Committee
48 |Environ Delta CO2 Atmospheric Pressure Deleted by Steering Committee
49 |Environ Delta CO2 Ambient Temperature
50 [Environ Delta CO2 Vibration | Deleted by Steering Committee

For each of the measurement errors defined in Sections 4 and 5, an error surface was
created and used in the Monte Carlo simulation. Each error surface represented an additive
error—or a subtractive error if the sign was negative—relative to the reference parameter value
to which it was applied. Figure 6 through Figure 8 serve as a hypothetical example of how these
error surfaces were created for every measurement error. Details on the construction of each
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error surface used in the simulation are provided in Sections 4 and 5. The example illustrated in
Figure 6 through Figure 8 represent the error surface for steady-state bias and precision NOx
concentration errors (Section on Steady-State Concentration error Surface Generation). The
plots shown correspond to hypothetical NOy emissions concentration data acquired in the
laboratory with three PEMS and three engines, with all nine sets of PEMS data pooled together.

PEMS vs. Laboratory Nominal Results

Figure 6 was constructed from raw data acquired from steady-state engine lab tests with
the PEMS at repeat testing at various concentration levels (NOy ppm). The plot pools all bias
and precision errors for all three PEMS and for all data from all three engines for all steady-state
modes. Twenty repeat measurements of NOy signals were taken for each of three PEMS yielding
60 data points at each value of the corresponding average lab NOy values (i.e., lab nominal
value). The 60 PEMS signals were plotted against the corresponding laboratory signals
measured using lab equipment. Shown in Figure 6 are the 5", 50", and 95" percentiles
corresponding to the distribution of these 60 observations using the PEMS at each average NOy
concentration level (note that the distribution of data at each NOy level may not represent a
normal distribution). Since the 50 percentiles do not lie on the dashed (diagonal) line of perfect
agreement, the data suggest that there is a bias error between the PEMS and lab results. In
essence this graph summarizes the statistical distribution measured by the PEMS at each
concentration level sampled. The example plot in Figure 6 shows only 6 discrete average NOy
concentration levels (ranging from 100-350 ppm). However, the actual number of discrete
concentration levels was determined using the total number of operating conditions actually run
for all the tests on all three engines. In the section on Steady-State Repeat Engine Testing and
Error Surfaces it is reported that 10 operating conditions from an initial number of 40 operating
conditions were selected for construction of the steady-state NOy error surface. Thus, the plot
used in the Monte Carlo simulation contained 30 discrete NOy concentration levels (10 operating
conditions x 3 engines).
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FIGURE 6. ERROR SURFACE CONSTRUCTION: PEMS VS. LABORATORY
RESULTS

(PEMS — Laboratory) Deltas vs. Lab

Figure 7 illustrates the “error band” measured during testing. This plot was created by
first subtracting the individual “lab nominal” NOy value from the corresponding individual
PEMS NOyx measurement for each test run. This difference was defined as the “delta” error.
Second, these “PEMS - Laboratory” delta errors were pooled at each average lab nominal NOy
value to obtain the 5", 50", and 95" percentile values displayed in Figure 7. Therefore, the plot
represents the average NOy lab nominal at 30 discrete concentration levels versus the percentiles
of the delta errors computed from the PEMS and laboratory individual test results.
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RESULTS

Variability Index vs. (PEMS — Laboratory) Deltas and Lab Nominal

This step normalized the plot in Figure 7 using what is called a “variability index (ic)”.
This index represented the value randomly drawn by the Monte Carlo simulation in order to
select a given error level. It was allowed to vary from -1 to +1. The likelihood of “i;” being any
value between -1 through +1 was specified by a “probability density function (PDF)” assigned to
ic. In the case of this example, i;. was assumed to vary according to a standard normal (i.e., bell-
shaped) distribution during the Monte Carlo simulations. This was because it was believed that
the distribution of NOy errors due to steady-state bias and precision would be centered about the
50" percentile of the full range of conditions measured according to the section on Steady-State
Repeat Engine Testing and Error Surfaces. Each set of data for each lab “set point” average
(i.e., lab nominal value) in Figure 7 was normalized by aligning the corresponding 5" percentile
error from Figure 7 with i. = -1, the 50" percentile error with i. = 0, and the 95" percentile error
with ic= +1. These values were then plotted in Figure 8, where the y-axis is the variability index,
the x-axis is the average lab nominal NOy value, and the z-axis is the delta NOx value. Notice
that, when using this normalization approach, the 5", 50", and 95" percentile values remain
equivalent between Figure 7 and Figure 8. Error surfaces such as the one presented in Figure 6
are the error deltas the Monte Carlo simulation program used during calculation of the BS
emissions “with errors”.

SwRI Report 03.12024.06 Page 24 of 371



NOx Concentration Errors
Error Surface: z-axis = DELTA(NOx PPM)

15
55 40 42 35 41 44
1 FSERPRRRETE [SEEREEETTEE A VSRR A A
= --#--95th percentile
b 0.5 - 50th percentile (median)
2 77 [ -e- 5th percentile
2
= 25 20 30 20 25 30
Qo
s 0 T . . - . . .
Y 50 100 150 200 250 300 350 400
3
Z -0.5 4
=
o
o
1 Omoemsoscos Grommosocas Demescoaes Cremomcoacs Deomsmnosas °
15 +5 +14 +6 +7 +12
-1.5

NOx PPM (Lab, nominal)

FIGURE 8. ERROR SURFACE CONSTRUCTION: ERROR AT VARIABILITY INDEX
VS. LABORATORY RESULTS

2.1.3 Error Surface Sampling and Interpolation

The error model used two different probability density functions to sample the error
surfaces, depending upon which experimental parameter the surface represented. To sample
error surfaces that were generated from the lab test results (Section on Engine Dynamometer
Laboratory Testing), and the environmental test results for shock and vibration, EMI/RFI, and
ambient hydrocarbons, the model used a truncated standard normal PDF because these tests were
designed to evenly cover the full, but finite, range of engine operation and ambient conditions.
To sample error surfaces that were generated from the pressure and temperature environmental
test results (Section on Environmental Chamber Testing), the model used a uniform PDF because
these tests were already designed to cover the typical range and frequency of the respective
conditions. Both of these sampling distributions are depicted in Figure 9.
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FIGURE 9. TRUNCATED STANDARD NORMAL AND UNIFORM PROBABILITY
DENSITY FUNCTIONS

When using the truncated standard normal PDF (see Figure 9), the Monte Carlo model
sampled normal deviates that ranged between -1 and +1. These were used as the i; values
defined in the section on Error Surfaces. Similarly, the pressure and temperature environmental
tests used a uniform PDF to sample test time, from which calculated errors were used. All
temperature error surfaces related to the four emissions were sampled uniformly from 1 to 1080
minutes while the error surfaces related to the pressure were sampled uniformly from 1 to 720
minutes. Exhaust flow error surface for temperature was sampled uniformly from 1 to 478
minutes while the exhaust flow for pressure was sampled uniformly from 1 to 360 minutes. The
errors from all the other tests were aligned with the truncated standard normal PDF such that
each of the 50" percentile error values at each of the tested signal magnitudes was centered at the
median (i.e., 0 value) of the PDF, and the 5™ and 95™ percentile error values at each of the tested
signal magnitudes were aligned with the extreme negative (ic = -1) and positive (ic = +1) edges of
the PDF, respectively.

Each error surface was sampled along its i; axis (y-axis) once per trial for a reference
NTE event simulation. Hence, every error surface had a separate randomly selected i, for each
trial. Since each reference NTE event contained second-by-second parameter data, the error
surface was sampled at a given i; on the y-axis and at the several selected parameter values on
the x-axis that corresponded to each second of the reference NTE event. The sampled error
value was determined for the given second and parameter along the error axis (z-axis) at the
intersection of the i; value and the parameter value from the reference NTE event. This was
accomplished by taking each second in the reference NTE event and finding the two adjacent x-
axis values from the error surface between which to linearly interpolate to obtain the error
surface x-value. Each second in the reference NTE event was linearly interpolated with the same
ic value for a particular trial at the error surface x-value. If any of the sampled lab nominal
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values (NOx, NMHC, CO, Speed, Fuel Rate, etc.) exceeded the upper or lower limits of the
parameter error surface, the value of the closest endpoint of the error surface was assigned to
them.

Figure 10 depicts an example of the error surface sampling using a steady-state NOy error
surface containing 30 lab nominal NOy x-axis values. For this particular trial, the randomly
selected i¢ is -0.5. The example reference NTE event is noted by the symbol “** and it plotted at
ic = -0.5 for each second in the NTE event.

SS Error Surface for NOx Concentration
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FIGURE 10. STEADY-STATE NOx ERROR SURFACE WITH EXAMPLE SAMPLING
FOR A REFERENCE NTE EVENT

2.1.4 Brake-Specific Emissions Calculations

Errors from Sections 4 and 5 were combined by adding all of the sampled errors once per
trial for each reference NTE event simulation. For example, in order to assess the errors in NOy
concentration by calculation Method #1, several error surfaces were sampled and added to the
corresponding parameter in the Method #1 calculation and the resulting BSNOy “with errors”
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was computed. The errors used in this calculation are the following (note that the corresponding
error surface numbers are provided in the subscripts):

NOX ppm ‘Wlth eI’I'OI’S’ = NOX ppm_reference + A NOX ppm_]_ +
A NOX ppm_2 + A NOX ppm_5

Exhaust Flow o ‘with errors’ = Exhaust FIOW o reference +
A Exhaust Flow o, 20 A Exhaust Flow o 21 +
A Exhaust Flow ¢, 2, + A Exhaust Flow o, 23 +
A Exhaust Flow o, 25 + A Exhaust Flow o, o7 +
A Exhaust Flow o o5

Torque o ‘with errors’ = Torque o reference +
A Torque ¢ 29+ A Torque o 30 +
ATorque o 31+ A Torque o 32+
A Torque o34+ A Torque o 35

Speed o, ‘with errors’ = Speed o, reference + A Speed o, 43

where,
Ao = NOy concentration errors due to steady-state and transient errors,
As = NOx concentration errors due to ambient temperature,
A = exhaust flow errors due to steady-state and transient errors,
Aoz = exhaust flow errors due to pulsation and swirl,
Ay = exhaust flow errors due to ambient temperature,
Ao = exhaust flow errors due to temperature and pressure,
Ay = torque errors due to dynamic torque,
Asoz = torque errors due to DOE and warm-up,
A = torque errors due to interacting parameters humidity and fuel,
Aszags = torque errors due to interpolation and engine manufacturers,
Ay = speed errors due to dynamic speed

Using the formulas for the calculation methods in Appendix B, the BSNOy for Method #1
was computed without errors (“ideal”) and then with all the errors applied as outlined above.
Table 19 lists all error surfaces used by each calculation method for all three emissions.
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TABLE 19. ERROR SURFACES USED FOR COMPUTING BRAKE-SPECIFIC
EMISSIONS BY THREE CALCULATION METHODS

Method 1 Calculation Method 2 Calculation Method 3 Calculation
Component # |Error Surface BSNOx [ BSCO |BSNVHJ BSNOx | BSCO [BSNMVHO BSNOx | BSCO |BSNVHJ
1 Delta NOx 1 |DeltaNOX SS v v v
2 | Delta NOx Transient v v v
5 | Delta NOx Ambiert Temperature v v v
2 DeltaCO 7 |DeltaCOSS v v v v v v v
10 |Delta CO Atmospheric Pressure v v v v v v v
11 |Delta CO Arbient Tenperature v v v v v v v
3. Delta NVHC 13 | DeltaNVHC SS v v v 4 v v v
NVHC=0.98*THC 14 | Delta NVHC Transient v v v v v v v
16 | Delta NVHC Atmospheric Pressure v v v v v v v
17 [Delta NVHC Ambient Tenmperature v v v v v v v
19 | Delta Ambient NVHC v v v v v v v
4. Delta Bxhaust How | 20 | Delta Exhaust HowSS v v v v v v
21 |Delta Exhaust How Transient v v v v v v
22 | Delta Exhaust How Pulsation v v v v v v
23 | Delta Exhaust How Sirl v v v v v v
25 | Delta Exhaust EM/RA v v v v v v
27 | Delta Exhaust Termperature v v v v v v
28 | Delta Exhaust Pressure v v v v v v
5. Delta Torque 29 | Deta Dynarric Torque v v % v v 7
30 | Delta Torque DOE Testing v v v v v v
31 | Delta Torque Warmup v v v v v v
32 | Delta Torque Humidity/Fuel v v v v v v
34 | Delta Torque Interpolation v v v v v v
35 | Delta Torque Engine Manuf v v v v v v
6. DeltaBSFC 36 |Delta Dynarmic BSFC v v v
37 | Delta BSFC DOE Testing v v v
3B [Delta BSFC Warmup v v v
39 | Delta BSFC Huridity/Fuel v v v
41 |Delta BSFC Interpolation v v v
42 | Delta BSFC Engine Manuf v v v
7. Delta Speed 43 | Delta Dynarmic Speed v v v v v v
8. Delta Fuel Rate 44 | Delta Dynaic Fuel Rate v v v
9. DeltaCO2 45 [DeltaCO2 SS v v v v v v
46 |Delta CO2 Transient v v v v v v
49 | Delta CO2 Ambient Tenperature v v v v v v

2.1.5 Periodic Drift Check

During the Monte Carlo simulation for a particular reference NTE event, the BS
emissions computed during each simulation trial (with ic selected randomly) was checked to
determine whether or not a periodic drift would have invalidated the NTE event trial. The drift
check results were simulated by computing the BS emissions with all the error surface errors
added except those due to the environmental error surfaces. Therefore, the following error
surfaces were excluded in computing the drift check: temperature error surfaces for NOy, CO,
CO,, and NMHC; pressure error surfaces for CO and NMHC; and ambient NMHC. If the
absolute difference in the BS emissions ‘with all errors’ and the BS emissions ‘with all errors
except environmental’ was greater than a percentage of the emissions threshold, then periodic
drift was detected and the simulation trial was eliminated from the analysis. The percentages
used in this study were 4% of the NOx and CO threshold (0.080 and 0.776 g/hp-hr, respectively)
and 10% of the NMHC threshold (0.021 g/hp-hr). Figure 11 represents the periodic drift
process.
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FIGURE 11. PERIODIC DRIFT CHECK FLOWCHART

2.1.6 Time Alignment for NO4 and CO

The time alignment adjustment measured the effect of errors in time alignment of the
various continuous PEMS data sources on the final BS emission results. This error source was
not originally included in the Test Plan, and no experiment had been designed to examine it.
However, it was later decided that time alignment was a significant source of potential error, and
that it should be incorporated into the Model. Time alignment values were only generated for
NOx and CO, because NMHC values were too low and too stable to see any discernible trends in
NMHC due to time alignment. Details regarding the methodology used to determine the time
alignment adjustment are given later in Section 4.12.

Although time alignment was not applied in the same fashion as the other error surfaces
in this model, it was described as an error surface because it was sampled as a normal
distribution similar to the other error surfaces. The time alignment adjustment was a
multiplicative factor which was applied to the BS emission result after all other error terms had
been added. The time alignment represented an adjustment up or down as a percentage of the BS
emission level “with errors”. A separate time alignment factor was developed for each pollutant,
and for each of the three calculation methods allowed in the HDIUT program. Thus, during the
Monte Carlo simulation for each trial the brake-specific differences were computed as follows:

(BS emissions ‘with errors’ * Time Alignment Adjustment) — “Ideal” BS emissions
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2.1.7 Convergence and Number of Trials

Since the Test Plan did not include a provision for convergence criteria, the Steering
Committee was tasked to develop a convergence method. The main goal was to define how
many simulation trials at a given reference NTE event were required to estimate the 95"
percentile BS emission differences with a given precision. Although the Crystal Ball software
contained precision control options, the method used to compute a confidence interval on
percentiles was based on an analytical bootstrapping method which was not adequately
documented. Thus, an independent convergence method was proposed and accepted by the
Steering Committee.

A nonparametric statistical technique [Reference: Practical Nonparametric Statistics,
W.J. Conover, John Wiley & Sons, 1971] was proposed which defined a 90% confidence
interval for the 95" percentile of the BS emissions differences for an individual reference NTE
simulation. If the width of the 90% confidence interval was less than 1% of the BS emissions
threshold, then convergence was met. The following steps define the convergence method:

1. Run the Monte Carlo simulation for N trials.

2. Order the BS emissions differences from smallest to largest.

3. Identify the trial number at the lower end of the 90% confidence interval
Niower = 0.95* N —1.6454/0.95*0.05* N

4. ldentify the trial number at the upper end of the 90% confidence interval

Nupper = 0.95* N +1.6451/0.95*0.05* N

5. Compute (BS difference value at nypper) — (BS difference value at niower).
6. If the result in (5) < 1% of the BS emissions NTE threshold then convergence is met.
7. 1% of Thresholds g/hp-hr a/kW-hr

BSNOy 0.0200 0.026820

BSNMHC 0.0021 0.002816

BSCO 0.1940 0.260150

The Screening Committee agreed to the proposed convergence criteria outlined above.
During the initial simulation runs, all reference NTE events at an ideal BS emission level at the
threshold and below appeared to converge within the 1% level in 10,000 trials. However, there
were a number of reference NTE events with BS emissions levels that were as much as 3 times
the NTE threshold. This presented an initial problem in terms of the stated convergence criteria
since it was based on a fixed threshold value. Essentially this meant that in order to meet the
criterion, some of the higher BS emission level events (>5 g/kW-hr) would have had to converge
to a 90% confidence width of well below 0.5% of the threshold value, which would have
required an extremely high number of trials. To correct this problem the Steering Committee
chose to use the following two-step procedure in deciding the number of trials to run and the
convergence criteria:

1. For all reference NTE events with NO values equal to or less than 2.6 g/kW-hr, a total of
10,000 trials were run and checked for convergence. It was expected that all of these would
converge well within the 1% criteria at this sample size. If any individual reference NTE events
did not converge at this run length, those events were run to 30,000 trials.
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2. For reference NTE events with NOx values greater than 2.6 g/kW-hr, a total of 10,000 trials
were run and checked for convergence. If convergence was not achieved those same events were
run to 30,000 trials. If these events still did not converge within 1% of the threshold value, the
procedure was to do one of the following:

a. If there was convergence within at least 2% of the threshold value, the reference NTE
event was included as part of the simulation data set for the measurement allowance and
no additional runs were made.

b. If the reference NTE event did not converge within at least 2% of the threshold value, the
event was dropped from the simulation data set considered for the measurement
allowance.

In summary, the 195 reference NTE events were run at either 10,000 trials or 30,000 trials and
convergence was checked. For all but four reference NTE events, the convergence criteria was
met at the 1% NTE threshold value for all three emissions and all three calculations methods.
Since only four reference NTE events failed the initial criteria at 1% of the NTE threshold,
simulations for these four events were continued up to 50,000 trials. By that point all four NTE
events met the convergence criteria.

2.1.8 Simulation Output

During the simulation of a reference NTE event, differences between the BS emissions
“with errors”, including time alignment adjustment, and the ideal BS emissions were obtained by
each of the three calculation methods. These differences were computed thousands of times
(once per trial) until the model converged. Then the 95™ percentile difference value was
determined for each reference NTE event’s distributions of BS differences for each emission
(NOx, NMHC, and CO) for all three calculation methods.

The output from the Crystal Ball simulation for each reference NTE event was saved in
two separate Excel files: an EXTRACT and a REPORT file. The EXTRACT file contained
descriptive statistics on all differences computed for BS emissions by all three calculation
methods, percentiles (0%, 5%, 10%,...95%, 100%) of the differences in BS emissions,
sensitivity data for all error surfaces, and differences in BS emissions computed at each trial in
the simulation.

The REPORT file contained a summary of the differences in the BS emissions for all
three calculation methods including descriptive statistics, the number of trials that were not
excluded due to periodic drift, a frequency histogram of the differences in BS emissions, and
percentiles (0%, 5%, 10%,...95%, 100%) of the differences in BS emissions. Also included
were descriptive statistics on each i, distribution sampled for each error surface. Lastly,
sensitivity charts for the differences in BS emissions for the three calculation methods were
stored. These charts provided information on how much each error surface influenced the
differences computed between the BS emissions “with errors” and the ideal BS emissions.

A more detailed description of the Crystal Ball output files can be found in Appendix C.
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2.1.9 Step-by-Step Simulation Example

In order to clarify the simulation process the following step-by-step summary is provided.
This example assumes that a single reference NTE event was simulated for the BSNOy
difference computations. Figure 12 provides an overview of the simulation process.

Reference NTE Monte-Carlo Simulation Output
NOx =NO b
+NO, M —»NOX + ANOX |—»|
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FIGURE 12. OVERVIEW OF MONTE CARLO SIMULATION FOR BSNOx

STEP 1 Enter the reference NTE input parameters into the Monte Carlo (MC) simulation
model. These include the emissions concentrations, exhaust flow, torque, BSFC, speed and fuel
rate data used in all three calculation methods.

STEP 2 Compute the “ideal” BSNOy by all three calculation methods from the reference
NTE event.
STEP 3 Set-up the Monte Carlo simulation parameters in Crystal Ball. An Excel

spreadsheet model was developed for use with Crystal Ball MC software for error analysis of
brake-specific emissions. Crystal Ball is a graphically-oriented forecasting and simulation
software that runs on Microsoft® Windows and Excel. The simulations run in this program used
Crystal Ball 7.1 and 7.2.2 Academic versions and were run on PCs configured with a Pentium 4
CPU, 3.0 GHz, 2.0 GB RAM, 232 GB hard drive and Windows XP operating system.
Microsoft® Excel 2003 SP was the spreadsheet software.

The options exercised in running Crystal Ball included the following:
e Number of trials = 10,000 or 30,000
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o0 If the ideal emission < BS emission threshold then # trials = 10,000
o If the ideal emission > BS emission threshold then # trials = 30,000
o If convergence was not met then # trials = 50,000

e Monte Carlo sampling method with random initial seeds

e Normal speed run mode

e Suppress chart windows (fastest run time)

The Excel spreadsheet is in a modular structure following the specified model outline, and it
makes provisions for the three identified calculation modules. Input cells to the model are
clearly identified to facilitate any revisions that may become necessary for users who want to
exercise the model with other Monte Carlo software such as @Risk or newer versions of Crystal
Ball. The spreadsheet was tested with controlled test cases of simplified input distributions with
the Crystal Ball add-on to confirm correct model implementation in accordance with this test
plan. At least one typical analysis was run as an additional confirmation, and two independent
checks were made on the ideal emissions by other SwRI staff. A complete description of the
spreadsheet computations is contained in Appendix D.

STEP 4 Execute a single MC trial by randomly generating a separate i for each error
surface used in the three calculations.

STEP5 For each second in the reference NTE event, interpolate the A error for all error
surfaces at the input parameter values and the randomly generated ic. Figure 13 illustrates all the
error surfaces available (in yellow) and where the corresponding A errors are added. Error
surfaces depicted in blue were identified, discussed and eliminated by the Steering Committee.
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FIGURE 13. ERROR SURFACES INCLUDED IN MONTE CARLO SIMULATION

STEP 6
methods.

STEP 7

Compute one BSNOy “with errors” for the given MC trial by adding all the A
error values to the reference NTE data and then calculating the BSNOy by all three calculation

Check for periodic drift to determine if the BSNO “with errors” for the given MC
trial is valid. If it is valid then continue to Step 8. Otherwise, eliminate the data from the current

trial and return to Step 4 to start a new trial.

STEP 8

STEP9

STEP 10

that the convergence criteria are met.

Compute BSNOy difference for the current trial:

(BS emission “with errors” * Time Alignment Adjustment) — “Ideal” BS emission

Repeat Steps 4-8 until the number of trials is met.

Check the differences in BSNOy for all three calculation methods to be certain
If convergence is met for all three calculation methods,
continue to Step 11. Otherwise, return to Step 4 and run the Monte Carlo simulation for an

additional 10,000 trials until the total number of trials is 50,000.
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STEP 11 Select the 95™ percentile from the distribution of BSNOy differences for each of
the three calculation methods. Store the ideal BSNO, and the 95™ percentile BSNO differences
for computing the measurement allowance.

STEP 12 Repeat Steps 1-11 for each reference NTE event.

2.1.10 Measurement Allowance

At this point in the process there were nine distributions of 95" percentile differences,
where the 195 reference NTE events were pooled by the three emissions (NOy, CO, NMHC)
times three different calculation methods. Each of the 95" percentile distributions represented a
range of possible measurement allowances. From each of these nine distributions of possible
measurement allowances, one measurement allowance per distribution was determined. These
measurement allowances were computed by a regression method or a median method as
described below. Both of these calculations methods were decided by the Steering Committee
prior to the start of the program, and they were specified in the Test Plan.

Regression Method

This method involved determining the correlation between the 95™ percentile differences
versus the ideal emission values for the reference NTE dataset. For each combination of
emissions and calculation method, a least squares linear regression of the 95" percentile
differences versus the ideal emissions results was computed. If the R? value from the regression
model was greater than 0.90 and the SEE (standard error of the estimate or root-mean-squared-
error) was less than 5% of the median ideal emission result, then the linear regression equation
was used to determine the measurement allowance for that emissions and calculation method.
To determine the measurement allowance the NTE threshold was used to predict the
measurement allowance from the regression model. The NTE thresholds are given in Table 13.
The measurement allowance was then expressed as a percentage of the NTE threshold value.

Median Method

If the linear regression did not pass the aforementioned criteria for the R? and SEE
statistics, then the median value of the 95" percentile differences from the 195 reference NTE
events was used as the single measurement allowance for a combination of emissions and
calculation method. The measurement allowance was then expressed as a percentage of the NTE
threshold value.

After all 95" percentile distributions were evaluated, there were nine measurement
allowances corresponding to the nine combinations of the three emissions and the three different
calculation methods.

Next the maximum allowance (in percent) among the three emissions was selected for
each of the given calculation methods. The calculation method corresponding to the minimum
of these three maximum values was chosen as the best method, and it provided the BS
measurement allowances (in percent) for NOy, NMHC, and CO, respectively. The final additive
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BS measurement allowances were computed by multiplying each of the three measurement
allowances (in percent) times their corresponding threshold values. Each of these values would
be the very last value added to the actual brake-specific NTE threshold for a given engine, based
on actual family emissions limit, mileage, model year, etc. Note that if any measurement
allowance was determined to have a value less than zero, then that measurement allowance was
set equal to zero.

Table 20 below illustrates the selection of the calculation method for all of the
measurement allowances. The example is based on a hypothetical set of nine measurement
allowances for the three emissions and three calculation methods. The calculation method is
selected by first picking the maximum allowances of all the emissions for each of the given
calculation methods. For each column the maximum value is selected (highlighted in yellow).
Then the minimum of these maximums is used to select the best method (highlighted in blue). In
this hypothetical case, the BSFC method would be selected. Therefore, 18%, 17%, and 2%
would be selected as the best measurement allowances for NOy, NMHC, and CO, respectively.

TABLE 20. EXAMPLE OF SELECTION OF THE MEASUREMENT ERROR

Measurement Errors at Respective NTE Threshold (%)
Method 1 Method 2 Method 3
Calc. Method ==> Torque-Speed BSFC ECM Fuel Specific

BSNO, 18 % 18 % 20 %

BSNMHC 19 % 17 % 14 %

BSCO 3% 2 % 1%

Max Error ==> 19 % 18 % 20 %
Min of Max ==> 18%

Selected Method==> "BSFC" Method 2

For the data given in Table 20, the BS measurement allowances would be computed as:

e NOy =18 %™* 2.00 g/hp-hr = 0.3600 g/hp-hr
e NMHC =17 %™* 0.21 g/hp-hr = 0.0357 g/hp-hr
e CO =2% *19.4 g/hp-hr = 0.3880 g/hp-hr

2.1.11 Validation

The final validation methodology for the Monte Carlo model varied from the one that
was originally proposed in the Test Plan. This occurred for several reasons.

e The method described in the Test Plan required that CE-CERT be able to measure raw

emissions concentrations or determine dilution ratio accurately. However, CE-CERT’s
mobile laboratory was only capable of making dilute measurements; therefore a dilution
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ratio needed to be established. In addition, the mobile laboratory did not include any
direct method for the measurement of either exhaust flow or intake air flow. Although
the CE-CERT mobile laboratory could measure dilution ratio by measuring both the total
CVS flow and the dilution air flow rate, and subtracting to determine exhaust flow rate,
there was some concern about the accuracy of this measurement during short NTE events
involving a potentially wide dynamic range of dilution ratios. Since the success of this
measurement would be critical to the model validation under the methodology given in
the Test Plan, the Steering Committee decided that, due to the reliance on this dilution
ratio measurement method, there was a considerable degree of risk associated with the
original validation methodology, and that an alternative method might prove more robust.

The Test Plan included an alternative methodology in the event that the CE-CERT
laboratory was unable to accurately determine raw exhaust flow or dilution ratio.
However, the proposed method had several potential problems, and the Steering
Committee decided that this option was not a good choice due to potential bias problems.

A third option was also mentioned briefly in the Test Plan. It involved comparing the
NTE events recorded by the PEMS and the CE-CERT trailer. However, the Steering
Committee decided that the proposed method of comparison was not well defined.

After several discussions the Steering Committee selected an alternative approach that was
based on a robust validation method which did not rely on measurement of exhaust flow or raw
gaseous concentrations. This method was initially proposed by SwRI at the June 2006 Steering
Committee meeting in San Antonio. The proposed method had some similarity to the third
option proposed in the Test Plan, in that the deltas (PEMS vs. Lab) generated by CE-CERT were
to be compared with those generated by the Model. However, the method of comparison was
different. The key assumptions in using this method are listed below.

1.

It was understood that CE-CERT could not measure torque directly and that no
reference torque would be available. This meant that the laboratory BS emission
values provided by CE-CERT were to use the same “torque-basis” as the PEMS
measurements.

It was assumed that CE-CERT would provide BS emission values for each on-road
NTE event by all three calculation methods for both PEMS and the mobile laboratory.
SwRI was to calculate the “deltas” between the PEMS and the CE-CERT laboratory
(i.e., PEMS - CE-CERT).

The CE-CERT data was to include both in-cab and on-frame mounted PEMS
measurements, but these were to be pooled together to provide a single data set.
When the Monte Carlo Model was run through the set of 195 reference NTE events,
two sets of results were to be generated. One set included BS emissions with all error
surface deltas applied, and a second set which included BS emissions with some of
the error surface deltas excluded (primarily those associated with torque, BSFC,
speed and fuel rate). These results were to be generated simultaneously during each
reference NTE model run. Essentially this yielded two Monte Carlo Model results, a
“Validation” result (used for the on-road validation) and a “Full Model” result (to be
used for the measurement allowance generation and for the lab replay validation).
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The *“Validation” result also included time alignment adjustment and checks for
periodic drift.

On-Road Validation Methodology

The Measurement Error Monte Carlo Simulation Model was validated by comparing the
simulation results using the data from the 195 reference NTE events to the on-road results using
the data from the 100 NTE events collected using the CE-CERT trailer and PEMS unit. This
was accomplished using the methodology described below.

1.

Simulation Results

The Monte Carlo Model was run using the data from the 195 reference NTE events. In
order to obtain Monte Carlo Model simulations representing similar conditions to those
obtained on-road, certain error surfaces needed to be suppressed in the simulations since
not all of them were applicable to the conditions used in collecting the on-road data. The
error surfaces excluded were all torque and BSFC error surfaces, dynamic speed and
dynamic fuel rate. This is the “Validation” result described earlier.

For each reference NTE event, various percentiles, such as the 5™ and 95", of the
simulated distribution of the BS emissions differences, defined as

delta BS = BS emissions with “Validation” error — “Ideal” BS emissions,

were obtained. In essence the model produced a “distribution of deltas” for each NTE
event for all three calculation methods.

The BS emissions included BSNMHC, BSCO, and BSNOy using all three calculation
methods. Thus, there were 9 sets of data (i.e., 3 emissions x 3 calculation methods).

For each set of data and each percentile chosen in the study, the Monte Carlo Model
produced 195 BS delta values (i.e., one from each reference NTE event). These delta BS
values were ordered from smallest to largest, and then the empirical distribution function
(edf) of these delta BS values was plotted. The edf is a cumulative plot of the fraction of
the 195 delta BS observations that were less than or equal to x, versus each x, where x
was the observed BS delta value.

For each of the nine sets of data (3 emissions and 3 calculation methods), the edf
corresponding to the 5™ and 95" percentile distributions were plotted on the same plot.

Figure 14 contains an illustration of a plot of the edf for 5™ and 95™ percentiles. The region
between these two curves was designated as the validation region for comparison of the edf
obtained from the on-road data from CE-CERT.
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On-Road Results

The CE-CERT trailer was driven on selected on-road routes to collect emissions data. In
addition, a PEMS installed in the tractor pulling the trailer collected emissions data.
From the routes driven with the CE-CERT trailer approximately 100 NTE events were
down-selected by the Steering Committee.

For each on-road NTE event, a delta BS emissions value, defined as

delta BS emissions = PEMS BS emissions — CE-CERT BS emissions,

was computed.

As before, the BS emissions included BSNMHC, BSCO, and BSNOy using all three
calculation methods. Thus, there were 9 sets of data (i.e., 3 emissions x 3 calculation
methods).

For each set of data the delta BS values were ordered from smallest to largest and then
the empirical distribution function (edf) of these delta BS values were plotted on the same
plot as the matching simulation data.

The percentile edfs based on the “Validation” set of simulated data were used for comparison
with the edf obtained from the on-road data. Figure 15 contains an illustration of a plot of the
matching simulated and on-road edfs.
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3. Comparison of Results

Several methods to compare the results of the model simulation deltas and the on-road
deltas for validation were presented to the Steering Committee at the June 2006 Steering
Committee meeting in San Antonio. At that meeting all the validation proposals were discussed
and a number of alternatives were presented.

Ultimately, the Steering Committee elected to proceed with the following method as a
validation methodology. From the on-road and model-generated empirical distribution functions
as shown in Figure 15, we would observe how many points of the on-road edf did not fall
between the points of the boundary edfs supplied by the simulation model. The Steering
Committee agreed that if at least 90% of the on-road data were within the 5™ and 95" percentile
differences from the model simulation the model was considered valid for a particular BS
emissions and calculation method. However, if 10% of the on-road differences were outside the
model edfs either on the high or the low side, then the data would be investigated to try to
determine the cause. This analysis was performed independently for each pollutant and each
calculation method. This decision was later confirmed at the November 2006 Steering
Committee meeting in San Antonio.
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It should be noted that none of these comparison methods had any effect on the final
generation of the Measurement Allowances. These were still generated using the 95" percentile
simulation results using the “Full Model.”

Laboratory Replay Validation Methodology

The laboratory replay validation was not as well defined as the on-road validation in the
Test Plan, either in terms of testing scope or in terms of the validation methodology to be used
with the resulting data. According to the Test Plan, the laboratory replay was to involve
removing the engine from the test truck used by CE-CERT for the on-road validation, and using
that engine to “replay” some of the on-road testing episodes in the laboratory to the extent it was
possible to do so.

In the initial proposal for this program, SwRI established a planned level of effort for the
laboratory replay testing involving roughly one month of effort, based on initial discussions with
the Steering Committee and the limited details given in the Test Plan. This timeframe included
removal of the test engine from the truck, installation in the transient cell, cycle generation, cycle
tuning, and testing.

The final scope of the laboratory replay testing involved simulating one hour of operation
from each of the three test routes run by CE-CERT during the on-road validation testing. During
the course of the on-road validation exercise, personnel from Caterpillar were onsite with CE-
CERT in order to facilitate the recording of certain proprietary engine data channels from the
ECM. This was done in order to provide data to later assess the accuracy of the laboratory
replay simulation. However, this data was only successfully recorded during the portion of on-
road testing which was conducted with the PEMS mounted outside the truck cabin (i.e., “frame-
mounted” data). As a result, only the frame-mounted on-road operations were simulated during
the laboratory replay.

One hour of operation was selected from each route run by CE-CERT, with preference
generally given to hours of operation containing the highest frequency of NTE events. Each
hour of operation was the basis of an hour long test cycle, which was replayed in its entirety in
the laboratory. The data from this hour of operation was then divided into individual NTE
events via the standard entry and exit logic used throughout the program (i.e., evaluation on a 1
Hz basis). Successful replay operation was determined in close consultation with Caterpillar
personnel who aided in the interpretation of proprietary engine ECM data. After successful
replay operation was achieved, each cycle was repeated three times to generate a validation data
set.

Brake-specific deltas were determined using two different methods, which were
differentiated by the method of generating the laboratory brake-specific emissions levels for
comparison to PEMS generated values. The first method was to calculate the laboratory
reference values using the standard Laboratory Reference method for work calculation which
involved Laboratory measured engine Speed and engine Torque (via the test cell inline torque
meter). The PEMS values for each calculation method were compared to this Laboratory
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Reference value to generate a delta. These are referred to as “full” deltas, since all error terms
are considered.

The second method was to generate deltas using a methodology similar to that used by
CE-CERT for the on-road validation data. In this method, the work term for each PEMS
calculation method was used for both the Laboratory data and the PEMS data. This essentially
eliminates any errors due to torque and BSFC measurement. A separate Laboratory value is
generated for each calculation method under this scenario. These values were compared for each
calculation method to generate another set of deltas. This second set of deltas is referred to as
“mass” deltas, because effectively only errors in the determination of emission mass rates are
considered.

The originally intended method for analysis of the replay data was to compare the “full”
deltas for the replay validation testing to the simulation deltas generated using the “Full Model.”
However, the Steering Committee later decided that this comparison was not appropriate, due to
the fact that the laboratory replays were not able to test as wide a range of environmental
parameters as the on-road testing. Therefore, different percentiles from the model results needed
to be chosen to establish the proper validation window for the replay testing data. The validation
window from the “Full Model” result, which included environmental factors, would be too wide
for a proper validation.

An alternative method for the treatment of the replay data was discussed at the January
24™ 2007 Steering Committee meeting. At that meeting, it was determined that the proper use
for the replay data was to examine the “incremental” errors arising from torque and BSFC
measurement errors which were not properly examined during the on-road validation, due to lack
of a reference torque measurement. Given this direction, SwWRI determined an alternate method
of comparison, which was presented to the Steering Committee at the February 15" 2007
Steering Committee meeting, and is summarized below.

Monte Carlo Model Data
The model incremental deltas were determined by comparing the results of the Full

Model to the results of the Validation Model. This was done on an event-by-event basis for all
195 reference NTE events. In each case, a “work” delta was generated as follows:

AModeI,Work — AModeI,FuII o AModeI,VaIidation

Replay Validation Data

As mentioned earlier, two deltas had been generated for each calculation method in
comparing the PEMS brake-specific values to the Laboratory values. The “full” deltas used the
Laboratory values generated using the lab measured torque as a basis for the work term. The
“mass” deltas used Laboratory values generated using the same work term as the associated
PEMS calculation method, essentially with any work differences cancelled out via calculation.
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For each calculation method, an incremental “work” delta was generated by comparing its
associated “full” delta to the appropriate “mass” delta as follows:

A =A A

replay,Work replay,Full ~ —replay,Mass

This calculation was performed individually for each replay NTE event and for each of
the three repeat runs.

Data Comparison

Initially, the model work deltas and the replay work deltas were plotted against the brake-
specific emission level for each event. For the model work deltas, the x-value was the ideal
brake-specific emission level for the reference NTE event in question. For the replay validation
work deltas, the x-value was the Laboratory Reference brake-specific emissions level calculated
using measured torque. The plots were initially examined to see if the replay validation work
deltas fell within the range of values produced by the model.

Assuming this initial assessment warranted a more rigorous comparison, the final replay
validation comparison would be made in a manner similar to that used for the on-road validation
data that was described above. An edf would be made using work deltas generated by the model
at both the 5™ and 95" percentiles to generate a validation window. This would be compared to
an edf of the replay validation work deltas to determine of 90 percent or more of the replay data
fell within the validation window.
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3.0 1065 PEMS AND LABORATORY AUDIT

3.1  Audit Objective

An initial task of the program was to audit the PEMS and dynamometer laboratory
according to 40 CFR Part 1065 Subpart D. The audit procedures were performed to insure the
equipment used for the In-Use Measurement Allowance Program met the minimum performance
requirements as regulated by the EPA.

3.2 Overview of 1065 Audit Activities

The list of audits to be conducted for both the laboratory and the PEMS was finalized by
the Steering Committee at the August, 2005 meeting in Ann Arbor, MI. Table 21 summarizes
the required audits for both the laboratory and PEMS instruments. Subsequent sections will
detail the results for the individual performance checks that were conducted as part of the audits,
as well as any corrective action taken as a result of those checks.
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TABLE 21. 1065 AUDITS AND PERFORMANCE CHECKS REQUIRED FOR THE

MEASUREMENT ALLOWANCE PROGRAM

Description CFR Reference Lab Raw Lab Dilute PEMS
Linearity 1065.307 Xt X! X2
Torgue Meter 1065.310 X X
Fuel Flow 1065.320 X
Intake Flow 1065.325 X
Exhaust Flow 1065.330 X
CVS Verification 1065.341 X
H20O Interference on CO2 1065.350 X X X
H20 and CO2 Interference on CO 1065.355 X X X
FID Optimization 1065.360 X3 X3 X3
Non-stoichiometric raw FID O2 1065.362 X X
Interference
Nonmethane cutter penetration fractions 1065.365 X X
CLD H20 and CO2 guench 1065.370 X X
NDUV HC and H20 Interference 1065.372 X
Chiller NO2 penetration 1065.376 X
NO2-to-NO converter check 1065.378 X X

1 Linearity for lab on gas analyzers, flow meters, torque meter, pressures, temperatures

2 Linearity for PEMS on gas analyzers, exhaust flow meters

3 Verify methane response factors only, THC instruments

3.2.1 Laboratory Audits

The results of the laboratory audit were presented to the Steering Committee at the
January, 2006 meeting in San Antonio, TX. The laboratory audit results indicated that the SwRI
reference laboratory met all of the requirements given under Part 1065 Subpart D. At that time,
the Steering Committee approved the laboratory audit results for both the raw and dilute
sampling systems, and SwRI was not directed to take any corrective actions for the laboratory.

Regular performance checks were performed throughout the program as required by Part
1065 Subpart D. However, only the results of the initial 1065 audit are included in this report.
Documentation of all regular performance checks is available at SwRI if needed.
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3.2.2 PEMS Audits

The initial audits of the first four PEMS units (PEMS 1 through 4) were started in
January, 2006 and completed by mid-February, 2006. These initial audits included only the 5-
inch EFMs used for Engine 1 testing. Audits of the 4-inch and 3-inch EFMs were completed at a
later time, closer to the testing needs for Engines 2 and 3. The PEMS units were later modified
to address a 1065 NO, penetration check failure. PEMS 1 through 4 were audited again in June,
2006, once all modifications were completed. For these subsequent audits, only linearity and
NO; penetration were checked.

Two additional Sensors Inc. PEMS units (PEMS 5 and 6) as well as a Horiba OBS-2200
arrived at SwRI in June, 2006. Upon arrival, PEMS 5 and 6 and the OBS-200 were given
complete 1065 audits as outlined in Table 21. A final PEMS unit (PEMS 7) arrived at SWRI in
October of 2006 to serve as a spare. PEMS 7 was given a complete 1065 audit at that time.

Additional PEMS linearity checks were performed as required by Part 1065 Subpart D
over the course of the program. In addition, a number of additional audits were required as a
result of maintenance or repairs performed on several of the PEMS units over the course of the
program. This report contains the results of initial audits on all PEMS units, as well as those
performed subsequent to the NO, penetration modifications which were completed in June of
2006. In addition, relevant audit results are also given for any major repairs or maintenance
events which occurred on the PEMS equipment.

3.3  Gas Analyzer Linearity Verifications

Analyzer linearity checks were performed as specified in CFR Part 1065. The Federal
Register defines linearity in terms of the maximum concentration expected during testing.
Performing the PEMS and laboratory audits prior to engine testing, the maximum test
concentrations were unknown.  Therefore, the mono-blend linearity verification gas
concentrations were used to define the 1065 linearity criteria. This interpretation of the
verification resulted in the most liberal linearity criteria. Mono-blend span gases were used with
a STEC Inc. Model SGD-710C 10-step gas divider, shown in Figure 16, to perform the PEMS
analyzer linearity verification. Span gas concentrations for the SEMTECH-DS and laboratory
analyzers were near the values listed in Table 22. Span concentrations for the PEMS were
selected based on manufacturer recommendations in the SEMTECH-DS user manual. All
linearity checks on the PEMS were performed using the PEMS span port.
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FIGURE 16. STEC INC. MODEL SGD-710C GAS DIVIDER WITH SEMTECH-DS
PEMS

TABLE 22. SPAN CONCENTRATIONS USED FOR THE SEMTECH-DS AND

LABORATORY ANALYZERS
NO NO, NO, co, cO THC CH,
Analyzer Description [ppm] | [ppm] | [ppm] [%] [ppm] | [ppmC] | [ppmC]

Dilute MEXA 7200D and

Horiba CH4 Bench N/A N/A 92 55 47 9 23
Raw MEXA 7200D and

Horiba CH4 Bench N/A N/A 900 14.5 47 9 23

SEMTECH-DS 960 260 N/A 12 960 660 N/A

As shown in Table 23 and Table 24, the laboratory analyzers easily passed the 1065
linearity criteria. The MEXA benches use a Horiba GDC 703 gas divider and perform the
linearity checks in an automated process. The STEC Inc. manual gas divider was used to check
the dilute and raw CH, benches. Linearity checks were performed monthly for all laboratory
analyzers during the program. The results of all monthly linearity checks are not included in this
report beyond those associated with the initial 1065 audit of the laboratory equipment.
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TABLE 23. DILUTE MEXA 7200D AND HORIBA CH4 BENCH 1065 LINEARITY
VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR
Measured 0.00 1.00 0.03 1.00
Linearity Criteria 1.13 0.99-1.01 2.26 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 0.03 0.99-1.01 0.05 0.998
Pass / Fail Pass Pass Pass Pass
HC FID
Measured 0.40 1.00 0.56 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO, CLD
Measured -0.04 1.00 0.12 1.00
Linearity Criteria 1.36 0.99-1.01 2.72 0.998
Pass / Fail Pass Pass Pass Pass
CH, FID with NMHC Cutter
Measured 0.00 1.00 0.06 1.00
Linearity Criteria 0.11 0.99-1.01 0.23 0.998
Pass / Fail Pass Pass Pass Pass

TABLE 24. RAW MEXA 7200D AND HORIBA CH,; BENCH 1065 LINEARITY
VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR
Measured 0.80 1.00 2.25 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR
Measured -0.01 1.01 0.03 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID
Measured 0.00 1.00 0.13 1.00
Linearity Criteria 2.34 0.99-1.01 4.68 0.998
Pass / Fail Pass Pass Pass Pass
NO, CLD
Measured 0.00 1.00 0.07 1.00
Linearity Criteria 1.36 0.99-1.01 2.72 0.998
Pass / Fail Pass Pass Pass Pass
CH, FID with NMHC Cutter
Measured 0.00 1.00 0.06 1.00
Linearity Criteria 0.11 0.99-1.01 0.23 0.998
Pass / Fail Pass Pass Pass Pass

SwRI Report 03.12024.06 Page 49 of 371



Table 25 summarizes the linearity verifications performed on PEMS 1. During the initial
audit, PEMS 1 repeated failed the linearity check with NO and NO,. Because PEMS 1 was the
only unit to fail linearity with NO during the initial audit, the unit was returned to Sensors for
correction in accordance with the Test Plan. Sensors recalibrated the NO component of the
NDUYV and sent PEMS 1 back to SwRI. The recalibrated unit passed the NO linearity check

PEMS 1 also failed the linearity check with NO,, as did many of the other PEMS during
the initial audit. All of these linearity failures involved the intercept being above the required
level. Sensors Inc. was offered a chance to correct the problem; however they declined,
indicating that they felt the units were operating correctly despite the intercept failures. Sensors
Inc. indicated that they felt there were problems with the 1065 linearity requirements as written,
and that widening the intercept linearity criteria should be considered. This was reported to the
Steering Committee during the February 23, 2006 conference call, and the decision was made to
continue testing as allowed in section 3.1.4 of the Test Plan.

During the June, 2006 linearity checks that followed the NO, penetration upgrades,
PEMS 1 NDUV measurements became unstable and the instrument could not be zeroed or
spanned properly. Following subsequent diagnostics, the NDUV analyzer was replaced by
Sensors Inc. PEMS 1 passed the linearity checks for both NO and NO, with the new analyzer.
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TABLE 25. PEMS 1 1065 LINEARITY VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR (Initial Audit)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 452 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO NDIR (Check 06-05-06)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Initial Audit)
Measured 0.02 1.00 0.02 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Check 06-05-06)
Measured 0.05 1.00 0.03 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Initial Audit)
Measured -0.06 1.00 0.26 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Check 06-05-06)
Measured -1.68 1.00 0.53 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Initial Audit)
Measured 8.25 0.98 4.46 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Fail Fail Pass Pass
NO NDUV (NO Recalibrated by Sensors Inc. 02-15-06)
Measured 3.77 1.00 2.06 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (New NDUV 06-07-06)
Measured 3.75 0.99 2.09 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO, NDUV (Initial Audit)
Measured 2.15 1.00 0.92 1.00
Linearity Criteria 1.42 0.99-1.01 2.83 0.998
Pass / Fail Fail Pass Pass Pass
NO, NDUV (New NDUYV 06-07-06)
Measured -0.85 1.00 0.81 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Pass Pass Pass Pass

Table 26 shows the summarized linearity verification results for PEMS 2. PEMS 2
narrowly failed linearity for NO; during the initial audit. Per the steering committee’s decision,
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no action was taken to correct the linearity failure. During the June, 2006 audits that followed
the NO, penetration upgrades, PEMS 2 passed the NO, linearity check.

TABLE 26. PEMS 2 1065 LINEARITY VERIFICATION SUMMARY

2

Verification Description | Intercept | Slope | SEE | r
CO NDIR (Initial Audit)
Measured -0.91 0.99 4.96 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO NDIR (Check 06-05-06)
Measured -2.27 1.01 2.75 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Initial Audit)
Measured -0.02 1.00 0.02 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Check 06-05-06)
Measured 0.02 1.01 0.04 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Initial Audit)
Measured 0.98 1.00 0.73 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Check 06-05-06)
Measured 0.48 1.00 0.56 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Initial Audit)
Measured 3.65 1.00 291 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Check 06-05-06)
Measured 3.81 1.00 3.17 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO, NDUV (Initial Audit)
Measured 2.10 1.01 1.88 1.00
Linearity Criteria 1.42 0.99-1.01 2.83 0.998
Pass / Fail Fail Pass Pass Pass
NO, NDUV (Check 06-05-06)
Measured 0.46 1.00 0.59 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Pass Pass Pass Pass

Table 27 summarizes the linearity verification results for PEMS 3. PEMS 3 also failed
linearity for NO; during the initial audit. As with PEMS 1, problems developed with the NDUV
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during the June, 2006 audits that followed the NO, penetration upgrades, and the NDUV was
replaced by Sensors Inc. The new NDUV passed NO; linearity, but narrowly failed NO
linearity. Sensors did not elect to perform any corrective action on the unit as a result of this
failure. The NO linearity failure was reported to the Steering Committee during the regular
conference call on June 13", 2006, and the decision was made to continue testing despite the
failure.

TABLE 27. PEMS 3 1065 LINEARITY VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR (Initial Audit)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO NDIR (Check 06-05-06)
Measured -1.36 1.00 2.75 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Initial Audit)
Measured 0.03 1.00 0.04 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Check 06-05-06)
Measured 0.00 1.01 0.03 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Initial Audit)
Measured 0.60 1.00 0.51 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Check 06-05-06)
Measured -0.96 1.00 0.27 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Initial Audit)
Measured 3.56 0.99 2.53 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (New NDUV 06-06-06)
Measured 5.70 1.00 2.02 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Fail Pass Pass Pass
NO, NDUV (Initial Audit)
Measured 7.38 0.98 1.29 1.00
Linearity Criteria 1.42 0.99-1.01 2.83 0.998
Pass / Fail Fail Fail Pass Pass
NO, NDUV (New NDUV 06-06-06)
Measured 0.73 1.01 1.17 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Pass Pass Pass Pass
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Table 28 shows the summarized CO,, CO, and HC linearity verification results for PEMS
4. PEMS 4 passed the linearity check for CO,, CO, and HC during the initial audit as well as the
June 2006 checks that followed the NO; penetration upgrades.

TABLE 28. PEMS 4 1065 LINEARITY VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR (Initial Audit)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO NDIR (Check 06-05-06)
Measured -1.36 1.00 3.16 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Initial Audit)
Measured -0.01 1.01 0.03 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Check 06-05-06)
Measured 0.02 1.01 0.04 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Initial Audit)
Measured -0.22 1.00 0.26 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Check 06-05-06)
Measured -1.11 1.00 0.36 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass

Table 29 shows the PEMS 4 linearity check results for NO and NO,. PEMS 4 also failed
NO; linearity during the initial audit and June, 2006 checks. As with PEMS 3, Sensors elected to
take no corrective action, and the Steering Committee elected to continue testing despite the
audit failure. During Engine 2 testing, the NDUV was replaced due to measurement stability
problems that eventually prevented proper zero and span operations. The new NDUV passed
NO linearity, but failed NO, linearity. Shortly after installing the new NDUV, NO and NO,
measurements again became noisy and erratic. The NDUV was replaced again by Sensors Inc.,
after which NO and NO, passed the linearity check.
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TABLE 29. PEMS 4 1065 LINEARITY VERIFICATION SUMMARY CONTINUED

NO NDUV (Initial Audit)
Measured 2.54 0.99 1.93 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Check 06-05-06)
Measured 0.61 1.00 2.70 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (New NDUV 09-14-06)
Measured 0.36 1.00 2.81 1.00
Linearity Criteria 4.41 0.99-1.01 8.83 0.998
Pass / Fail Pass Pass Pass Pass
NO, NDUV (New NDUV 09-25-06)
Measured 3.55 0.99 2.30 1.00
Linearity Criteria 4.41 0.99-1.01 8.83 0.998
Pass / Fail Pass Pass Pass Pass
NO, NDUV (Initial Audit)
Measured 3.46 1.01 3.37 1.00
Linearity Criteria 1.42 0.99-1.01 2.83 0.998
Pass / Fail Fail Pass Fail Pass
NO, NDUV (Check 06-05-06)
Measured 4.60 0.99 2.60 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Fail Pass Fail Pass
NO, NDUV (New NDUYV 09-14-06)
Measured -2.55 1.02 1.85 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Fail Fail Pass Pass
NO, NDUV (New NDUV 09-25-06)
Measured 0.16 1.00 1.12 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Pass Pass Pass Pass

Shown in Table 30 are the linearity results for PEMS 5. No major repairs were
performed on this unit during the program, subsequent to the initial audits. During the initial
audit linearity checks, CO and CO, measurement were unstable, so valid readings could not be
taken. The NDIR was replaced by Sensors Inc. PEMS 5 passed all linearity checks with the
exception of NO. No action was taken to correct the NO linearity failure with PEMS 5, and the
Steering Committee elected to continue testing with the unit. PEMS 5 was shipped to CE-CERT
and used during the in-use validation testing. Upon return to SwRI, analyzer linearity was
rechecked. Similar to the initial audit, NO failed the linearity check with high intercept. CO,
also repeatedly failed the linearity test with low intercept. Despite the linearity check failures,
PEMS 5 was used to perform the laboratory replay validation testing.
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TABLE 30. PEMS 5 1065 LINEARITY VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR (Initial Audit with New NDIR 06-07-06)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO NDIR (Returned from Ce-Cert 01-03-07)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Initial Audit with New NDIR 06-07-06)
Measured -0.06 1.01 0.05 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Returned from Ce-Cert 01-03-07)
Measured -0.11 1.01 0.06 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Fail Pass Pass Pass
HC FID (Initial Audit 06-07-06)
Measured -0.41 1.00 0.53 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Returned from Ce-Cert 01-03-07)
Measured -1.18 1.00 0.46 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Initial Audit 06-07-06)
Measured 6.65 0.99 2.50 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Fail Pass Pass Pass
NO NDUV (Returned from Ce-Cert 01-03-07)
Measured 5.00 1.00 2.63 1.00
Linearity Criteria 4.47 0.99-1.01 8.94 0.998
Pass / Fail Fail Pass Pass Pass
NO2 NDUV (Initial Audit 06-07-06)
Measured 0.35 1.01 0.96 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Pass Pass Pass Pass
NO2 NDUV (Returned from Ce-Cert 01-03-07)
Measured 0.81 1.01 1.45 1.00
Linearity Criteria 1.23 0.99-1.01 2.45 0.998
Pass / Fail Pass Pass Pass Pass

Table 31 shows the summarized linearity results for PEMS 6. During the initial audit of
this unit, PEMS 6 failed NO; linearity. As with other similar failures, no corrective action was
taken by Sensors Inc., and the Steering Committee elected to proceed with testing using this unit.
During Engine 3 steady-state testing, PEMS 6 NOx measurements were biased low versus the
laboratory measurements. To determine the cause of the bias, additional NO and NO; linearity
checks were performed, with both NO and NO;, passing the linearity tests. An addition linearity
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check is also shown for the FID following a repair which was conducted following a failure
during environmental baseline testing.

TABLE 31. PEMS 6 1065 LINEARITY VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR (Initial Audit 06-07-06)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Initial Audit 06-07-06)
Measured 0.07 1.00 0.04 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Initial Audit 06-07-06)
Measured -0.05 1.00 0.52 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Repaired 08-14-06)
Measured -1.09 1.00 0.37 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Initial Audit 06-07-06)
Measured 1.15 1.00 1.23 1.00
Linearity Criteria 4.42 0.99-1.01 8.84 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Check 11-22-06)
Measured 0.90 1.00 2.46 1.00
Linearity Criteria 4.47 0.99-1.01 8.94 0.998
Pass / Fail Pass Pass Pass Pass
NO2 NDUV (Initial Audit 06-07-06)
Measured 1.95 1.01 1.68 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Fail Pass Pass Pass
NO2 NDUV (Check 11-22-06)
Measured 0.15 1.01 0.51 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Pass Pass Pass Pass

Linearity results for PEMS 7 are shown in Table 32. PEMS 7 arrived at SwWRI late in the
project, and only initial audit results, performed in October of 2006, are shown for this unit.
PEMS 7 passed the linearity checks with all analyzers. It was understood that PEMS 7 was a
new unit that had been only recently received by EPA prior to shipment to SwRI.
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TABLE 32. PEMS 7 1065 LINEARITY VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR (Initial Audit 10-21-06)
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 452 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR (Initial Audit 10-21-06)
Measured 0.02 1.00 0.05 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID (Initial Audit 10-21-06)
Measured -0.30 1.00 0.56 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO NDUV (Initial Audit 10-21-06)
Measured 3.45 1.00 0.89 1.00
Linearity Criteria 441 0.99-1.01 8.83 0.998
Pass / Fail Pass Pass Pass Pass
NO2 NDUV (Initial Audit 10-21-06)
Measured 0.24 1.00 0.51 1.00
Linearity Criteria 1.29 0.99-1.01 2.58 0.998
Pass / Fail Pass Pass Pass Pass

Table 33 shows the linearity test results for the Horiba OBS-2200 PEMS unit. Mono-
blend span gases were used to check linearity. The gas concentrations used for the check were
14.67 % CO,, 904 ppm CO, 443 ppmC HC, and 892 ppm NOy. The OBS-2200 passed the 1065
linearity criteria for all gaseous emissions.

TABLE 33. HORIBA OBS-2200 1065 LINEARITY VERIFICATION SUMMARY

Verification Description | Intercept | Slope | SEE | r’
CO NDIR
Measured 0.00 1.00 0.00 1.00
Linearity Criteria 4.52 0.99-1.01 9.04 0.998
Pass / Fail Pass Pass Pass Pass
CO, NDIR
Measured 0.00 1.00 0.01 1.00
Linearity Criteria 0.07 0.99-1.01 0.15 0.998
Pass / Fail Pass Pass Pass Pass
HC FID
Measured 0.05 1.00 0.49 1.00
Linearity Criteria 2.21 0.99-1.01 4.43 0.998
Pass / Fail Pass Pass Pass Pass
NO, CLD
Measured -1.22 0.99 2.70 1.00
Linearity Criteria 4.49 0.99-1.01 8.98 0.998
Pass / Fail Pass Pass Pass Pass
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3.4 1065 Gas Analyzer Verifications

The results of gas analyzer performance checks not related to linearity verifications are
given in this section. In general, SwWRI performed the analyzer audits as detailed in CFR Part
1065 Subpart D. A step-by-step description of each analyzer verification process as well as
discussion of the test results are presented in the following sections. In summary, all laboratory
instruments passed the verification tests. Similarly, the Horiba OBS-2200 PEMS unit passed all
verifications tests. PEMS 2 and PEMS 4 failed the non-stoichiometric raw exhaust FID O,
interference verifications. No corrective action was taken in regard to the FID O, interference
test. All SEMTECH-DS PEMS units initially failed the chiller NO, penetration check. A
system upgrade was implemented by Sensors Inc. after which all units passed the check. A
detailed account of the chiller NO, penetration failure and subsequent actions are disused in the
chiller NO, penetration section. The PEMS units passed all other 1065 verification tests
discussed below.

Generally, each of these verifications was performed once during the program, unless a
major instrument repair warranted an additional check.. The major exception was the NO,
chiller penetration check. The NO, penetration test was repeated after an upgrade designed to
address the initial failure of all the PEMS, which is discussed in more detail below. The audit of
PEMS 5, 6, and 7 occurred after the implementation of the NO, chiller penetration system
upgrade, therefore a chiller penetration failure was not documented for these units.

Several 1065 analyzer verification tests required the use of humidified and blended
gasses. SwRI therefore constructed a gas conditioning and blending cart, pictured in Figure 2, to
perform the PEMS and laboratory audits. Consisting of a heated bubbler, two flow meters, an
overflow system, a Vaisala dew point instrument, several thermocouples, heated rap, and various
valves and stainless steel connections, the humidification rig can control the dew point of a gas
blend up to 50 °C. The cart uses both a wet gas port and a dry gas port. Therefore, the cart can
overflow dry gas, wet gas, or a blend of a wet gas and dry gas. The gas blending feature is useful
when humidifying gases that are soluble in water, such as NO,. Many of the performance checks
involving humidified gases require that the gas be overflowed to the entry of the heated sample
line of either the laboratory emission bench or PEMS unit. The overflow procedure was done to
verify proper operation of sample handling and conditioning systems. Therefore, the cart was
built with the capacity to overflow gas to as many as two emission benches and/or PEMS units,
allowing for direct performance comparisons between units. This capability proved very useful
in diagnosing problems throughout the program.
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FIGURE 17. SWRI GAS HUMIDIFICATION AND BLENDING CART

The results of the various 1065 performance checks for the laboratory analyzer benches
are summarize in Table 34 and Table 35. Results for the PEMS performance checks during the
initial audits are given in Table 36 through Table 43.

TABLE 34. DILUTE MEXA 7200D AND HORIBA NMHC BENCH 1065 ANALYZER
VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H,0 interference for CO, NDIR [%)] 0.00% + 0.01% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 0.4 + 4.0 Pass
1065.360 FID optimization (methane response) 1.12 N/A N/A
1065.370 CO, and H,O quench verification for NO, CLD [%] | -0.21% + 2.00% Pass
1065.378 NO,-to-NO converter conversion [%] 97.3% > 95% Pass
1065.365 Nonmethane cutter penetration fractions [%] 1.8% < 2.0% Pass
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TABLE 35. RAW MEXA 7200D AND HORIBA NMHC BENCH 1065 ANALYZER
VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H,0 interference for CO, NDIR [%0] 0.00% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 1.4 + 487 Pass
1065.360 FID optimization (methane response) 1.15 N/A N/A
1065.362 Non-stoichiometric FID O, interference [%)] -0.7% + 1.5% Pass
1065.370 CO, and H,O quench verification for NO, CLD [%] | -0.5% + 2.0% Pass
1065.378 NO,-to-NO converter conversion [%0] 96.7% > 95% Pass
1065.362 Non-stoichiometric CH4 FID O2 interference [%)] 0.5% + 1.5% Pass
1065.365 Nonmethane cutter penetration fractions [%] 1.7% < 2.0% Pass

TABLE 36. PEMS 1 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H,O0 interference for CO, NDIR [%] 0.00% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 21.8 + 48.7 Pass
1065.362 Non-stoichiometric FID O, interference [%] -0.8% + 1.5% Pass
1065.372 HC and H,0 interference for NO, NDUV [ppm] -0.6 + 4.0 Pass
1065.376 Chiller NO, Penetration [%0] 90.5% > 95% Fail
1065.376 Chiller NO, Penetration [%)] (Post Retrofit) (06-10-06) 100.7% > 95% Pass

TABLE 37. PEMS 2 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H,0 interference for CO, NDIR [%] 0.00% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 21.8 + 487 Pass
1065.362 Non-stoichiometric FID O, interference [%)] 4.2% + 1.5% Fail
1065.372 HC and H,0 interference for NO, NDUV [ppm] 0.6 + 4.0 Pass
1065.376 Chiller NO, Penetration [%] 89.0% + 95% Fail
1065.376 Chiller NO, Penetration [%)] (Post Retrofit) (06-10-06) 95.6% > 95% Pass

TABLE 38. PEMS 3 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H,0 interference for CO, NDIR [%] 0.00% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 10.9 + 48.7 Pass
1065.362 Non-stoichiometric FID O, interference [%)] -0.1% + 1.5% Pass
1065.372 HC and H,0 interference for NO, NDUV [ppm] 0.0 + 4.0 Pass
1065.376 Chiller NO, Penetration [%] 90.1% + 95% Fail
1065.376 Chiller NO, Penetration [%] (Post Retrofit) (06-10-06) | 100.6% > 95% Pass
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TABLE 39. PEMS 4 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F

1065.350 H,0 interference for CO, NDIR [%] 0.01% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 21.8 + 48.7 Pass
1065.362 Non-stoichiometric FID O, interference [%)] -0.5% + 1.5% Pass
1065.372 HC and H,0 interference for NO, NDUV [ppm] 0.0 + 4.0 Pass
1065.376 Chiller NO, Penetration [%] 89.4% + 95% Fail

1065.376 Chiller NO, Penetration [%] (Post Retrofit) (06-10-06) | 101.2% > 95% Pass
1065.376 Chiller NO, Penetration [%] (New NDUV) (09-25-06) 100.0% > 95% Pass
1065.376 Chiller NO, Penetration [%] (RH Sensor) (09-28-06) 98.1% > 95% Pass

TABLE 40. PEMS 5 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H,0 interference for CO, NDIR [%] 0.00% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 21.8 + 487 Pass
1065.362 Non-stoichiometric FID O, interference [%)] -0.1% + 1.5% Pass
1065.372 HC and H,0 interference for NO, NDUV [ppm] 0.0 + 4.0 Pass
1065.376 Chiller NO, Penetration [%] (Post Retrofit) (06-10-06) | 102.4% > 95% Pass

TABLE 41. PEMS 6 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F

1065.350 H,0 interference for CO, NDIR [%] 0.00% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 27.3 + 487 Pass
1065.362 Non-stoichiometric FID O, interference [%)] 2.1% + 1.5% Fail

1065.372 HC and H,0 interference for NO, NDUV [ppm] 0.0 + 4.0 Pass
1065.376 Chiller NO, Penetration [%] (Post Retrofit) (06-10-06) 95.7% > 95% Pass
1065.376 Chiller NO, Penetration [%] (RH Sensor) (9-15-06) 96.2% > 95% Pass
1065.376 Chiller NO, Penetration [%] (RH Sensor) (9-21-06) 100.0% > 95% Pass
1065.376 Chiller NO, Penetration [%] (RH Sensor) (9-28-06) 99.6% > 95% Pass
1065.376 Chiller NO, Penetration [%] (Check) (11-27-06) 99.0% > 95% Pass

TABLE 42. PEMS 7 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H,0 interference for CO, NDIR [%] 0.00% + 0.07% Pass
1065.355 H,0 and CO, interference for CO NDIR [ppm] 11.0 + 48.7 Pass
1065.362 Non-stoichiometric FID O, interference [%)] 1.4% + 1.5% Pass
1065.372 HC and H,0 interference for NO, NDUV [ppm] 1.6 + 4.0 Pass
1065.376 Chiller NO, Penetration [%] (Post Retrofit) (10-24-06) 96.8% > 95% Pass
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TABLE 43. HORIBA OBS-2200 1065 ANALYZER VERIFICATION SUMMARY

Verification Description Meas. | Verification | P/F
1065.350 H20 interference for CO2 NDIR [%0] 0.05% + 0.07% Pass
1065.355 H20 and CO2 interference for CO NDIR [ppm] 4.8 + 48.7 Pass
1065.362 Non-stoichiometric FID O2 interference [%] -03% | £ 1.5% Pass
1065.370 CO2 and H20 quench verification for NOx CLD [%] | -1.4% + 2.0% Pass
1065.378 NO2-to-NO converter conversion [%0] 98.9% + 95.0% Pass

3.4.1 1065.350 H,0 Interference for CO, NDIR

The CO, NDIR water interference check was performed on each of the PEMS units as
well as the laboratory dilute and raw analyzers. This check was performed to characterize CO,
interference caused by water when using a NDIR analyzer. The PEMS and laboratory analyzers
used sample dryers upstream of the NDIR analyzer and all passed this 1065 check.

To perform this verification, all analyzers were first zeroed and spanned as they would be
prior to an emissions test. Using the humidification rig, humidified zero air was overflowed to
the sample line of the analyzer. While maintaining the dew point of the zero air at 25 °C, the
response of the CO, NDIR analyzer was recorded. This recorded value was compared to £2 %
of the lowest flow-weighted mean CO, concentration expected during testing. The raw
verification value of £0.07 % and dilute verification value of £0.01 % were calculated using the
Detroit Diesel Series 60 engine and FTP engine cycle. Using the lowest flow-weighted CO,
concentration provided the most stringent test, therefore verifying the analyzer performance
during all emissions tests.

3.4.2 1065.355 H,0 and CO, Interference for CO NDIR

The CO NDIR water and CO, interference check was performed on each of the PEMS
units as well as the laboratory dilute and raw analyzers. This check was performed to
characterize CO interference caused by water and CO; when using a NDIR analyzer. The PEMS
and laboratory analyzers all passed this 1065 check.

To perform this verification, all analyzers were first zeroed and spanned as they would be
prior to an emissions test. Using the humidification rig, humidified CO, span gas was
overflowed to the sample line of the analyzer. While maintaining the dew point of the CO, span
gas at 25 °C, the response of the CO NDIR analyzer was recorded. The recorded CO value was
multiplied by the highest flow-weighted mean CO, concentration expected during testing, then
divided by the CO, span gas concentration. For this check, the highest flow-weighted CO,
concentration provided the most stringent test. The CO, value of 8 % was calculated using the
Detroit Diesel Series 60 engine and RMC engine cycle. The corrected CO concentration was
compared to +2 % of the flow-weighted mean CO concentration expected at the standard. The
raw CO verification value of 48.7 ppm and dilute verification value of 4 ppm were calculated
using the DDC engine over a FTP heavy-duty transient cycle.
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3.4.3 1065.360 FID Optimization Methane Response

The methane response factors were determined for the laboratory dilute and raw FID
analyzers. The FID analyzers were first zeroed and spanned as they would be prior to an
emissions test. Using a gas divider and methane span gas, the FID response to methane was
characterized over 10 evenly distributed points from near zero to span concentration. The
methane response factor was calculated by dividing the recorded FID response by the actual
methane concentration. The mean value of the 10 methane response factors was calculated. A
check was then performed to insure each of the 10 response factors was within +2 % of the
mean.

3.4.4 1065.362 Non-stoichiometric Raw FID O, Interference

The O, raw FID interference check was performed on each of the PEMS units as well as
the raw laboratory THC FID and raw laboratory NMHC FID analyzers. This check was
performed to characterize O, interference when using a FID analyzer to measure raw exhaust
from a non-stoichiometric engine. PEMS 2 and PEMS 4 failed this 1065 check.

The first step performed during this test was to zero and span the analyzers. The FID
analyzers were then spanned using a propane span gas with balance nitrogen. Using a gas
divider, the propane in nitrogen span gas was cut with 20 % oxygen and sampled with the FID
analyzer. The FID response to the divided span gas was compared to the actual THC
concentration. For all analyzers except PEMS 2 and PEMS 4, the measurement concentration
was within 1.5 % of the actual concentration and therefore passed the interference check. By
spanning the analyzer with propane in nitrogen, and checking the analyzer with 20 % oxygen,
this verification insures the O, interference is acceptable during typical diesel engine operation.

Per the Steering Committee’s decision, no action was taken to remedy the O, raw FID
interference check failure of PEMS 2 and PEMS 4. The laboratory raw THC FID analyzer
initially failed this check. After the FID was re-optimized, the instrument passed the verification
test.

3.4.5 1065.365 Nonmethane Cutter Penetration Fractions

The nonmethane cutter (NMC) penetration verification was performed on the laboratory
raw and dilute methane analyzer benches, each of which employed a NMC. Both systems
passed the penetration check.

The instruments were spanned through the NMC using methane during testing and for
this performance check, therefore the methane penetration fraction was set to 1.0. For the
verification, the instruments were zeroed and spanned, after which ethane span gas was
introduced to the bench. The concentration of ethane (in ppmC) was near the methane span
value used during the check. The response of the NMC FID to ethane span gas was recorded.
The recorded value was divided by the ethane span gas concentration on a ppmC basis. This
fraction was less than 2 % and therefore passed the nonmethane cutter penetration check.
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The dilute NMC bench initially failed the cutter penetration check. The temperature of
the NMC cutter oven was increased until the bench passed the penetration verification test.

3.4.6 1065.370 CO; and H,0 Quench Verification for NOx CLD

The NOy CLD water and CO, quench check was performed on the laboratory raw and
dilute analyzers. Both analyzers passed the quench check.

The CLD NOy analyzers were first zeroed and spanned as they would be prior to an
emissions test. The benches were then set to measure NO rather than total NO,. The NO span
gas was then sampled and the mean NO concentration was recorded. The NO span gas was then
humidified and the mean dry NO concentration as well as the water content of the gas was
recorded. The water quench was calculated by taking the difference between the dry and
humidified span gas measurements and correcting this value using the actual water content of the
span gas and the maximum water content expected during testing. The maximum water
concentration expected during testing was set to 12 % for the raw analyzer and 3.5 % for the
dilute analyzer. Because both raw and dilute CLD analyzers were operated in a dry mode during
this program, both analyzers showed negligible water quench, indicating that the drying systems
in the benches were able to successfully remove the water from the sample.

Using a gas divider, the CLD CO, quench was determined by measuring a blend of 50 %
NO span gas and 50 % nitrogen. Next, 50 % NO span gas and 50 % CO, span gas was
measured. The CO, quench was calculated by taking the difference between the 50 % nitrogen
blend and the 50 % CO2 span gas blend. The quench value was then corrected using the CO,
concentration recorded during the test and the maximum CO, concentration expected during
testing. The maximum CO, concentration expected during testing was set to 10 % for the raw
analyzer and 2.2 % for the dilute analyzer. The combined water and CO, quench for both
analyzers was less than 2 %, therefore passing the CLD quench verification test.

3.4.7 1065.372 HC and H,0 Interference for NO, NDUV

The NO4x NDUV water and HC interference check was performed on each of the PEMS
units. All PEMS devices passed this interference verification test.

The PEMS were first zeroed and spanned as they would be prior to an emissions test.
Next, a blend of humidified zero air and dry propane span gas were overflowed to the sample
line of the PEMS. The dew point of the gas mixture was maintained at 45 °C during these tests.
Allowing time for stabilization, the NO, NO,, and HC concentration values were recorded. The
NO and NO, concentrations were added, and the resulting response was then adjusted to the
level to the flow-weighted mean HC concentration expected at the standard. The mean HC
concentration of 51 ppm was calculated using the DDC Series 60 engine over a FTP transient
cycle. The verification concentration was calculated as +2 % of the flow-weighted mean NOx
concentration expected at the standard. The mean NOy concentration of 198 ppm was calculated
using the DDC Series 60 engine over a FTP transient cycle. All PEMS showed little water and
HC interference for the NO and NO, measurements, and easily passed the 1065 interference
verification test.
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3.4.8 1065.376 Chiller NO, Penetration

The SEMTECH-DS PEMS uses a chiller to dry the exhaust sample prior to the NDUV
detector, but does not use a NO,-to-NO converter. Therefore, the chiller NO, penetration check
was performed. Initially, SwRI performed the chiller penetration check using a procedure
similar to that performed by Sensors Inc. After the PEMS were zeroed and spanned, wet zero air
with a dew point of approximately 50 °C was overflowed to the sample line and sampled for 15
to 20 minutes. Next, dry NO, span gas was overflowed to the sample line. Allowing time for
stabilization, the NO, concentration was recorded and compared to the NO, span gas bottle
concentration. The units initially read approximately 90 % of the NO, span concentration, and
failed the verification criteria of 95 % penetration. Although this initial procedure was
successful in revealing problems with NO; penetration, the method was less than ideal. For
example, following the switch from humidified zero air to dry NO; span gas, the sampling
system of the PEMS is continually drying. Although this drying process is slow, the NO;
concentration does rise over time, making a stable measurement difficult to achieve.

As a result, a revised method was devised to perform the chiller NO, penetration check,
required the use of the 1065 compliant laboratory CLD NOy analyzer as a reference. Humidified
zero air was blended with dry NO, span gas. The blend was adjusted to maintain a mixture dew
point of approximately 45 °C with a NO, concentration near the span concentration. The
humidified NO, mixture was then overflowed simultaneously to both the PEMS and the
laboratory CLD NOx analyzer. The CLD NOy concentration was used as the reference in
calculating the NO, penetration. It was felt that the CLD could serve as an appropriate reference
value for this check, due to the fact that the laboratory CLDs did not show significant water
quench (since they are run dry). In addition, the NO,-to-NO conversion efficiency was in excess
of 97% at concentrations well above those used for the chiller NO, penetration check.

This method more accurately simulates in-use measurement, because the sample is
continuously humidified. =~ The CLD-based penetration check method generated chiller
penetration results similar to method used by Sensors Inc., but resulted in more stable and
accurate values.

As discussed earlier, all of the PEMS failed the chiller NO, penetration check initially.
Additional penetration checks were performed at varying concentrations of NO,. These
experiments revealed a trend of increasing NO, loss with increased NO, concentration. This
trend is illustrated in Figure 18. It should be noted that the NO, span value used for testing was
near 300 ppm.
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FIGURE 18. NO, CHILLER PENETRATION AUDIT RESULTS

These audit results were presented to the Steering Committee at the March 14™ meeting
in Ann Arbor, MI. Although there was concern about these results, the Steering Committee
elected to run steady-state tests on Engine 1, to examine whether the performance check results
would translate into an observed negative bias in the test results.

The initial steady-state results for Engine 1 were presented to the Steering Committee at
the April 13, 2006 meeting in San Antonio. Figure 19 shows a summary the original steady-state
NOy concentration pooled delta data from the Detroit Diesel Series 60 engine. The data shows a
definite negative NOy bias for the PEMS at higher concentrations. This was due in part to the
higher fraction of NO; in the overall NOx which occur due to the use of a catalyzed DPF in the
exhaust stream.
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FIGURE 19. NOx CONCENTRATION POOLED DELTA DATA FROM ENGINE 1
STEADY-STATE REPEAT TESTING PRIOR TO CHILLER NO; PENETRATION
RETROFIT INSTALLATION

The Steering Committee deemed the low NOy bias unacceptable for continued testing.
Sensors Inc. was asked to develop an upgrade to correct the issue in as timely a manner as
possible. However, it was also stipulated that the upgrade had to be acceptable as a real-world
solution, and that the upgrade could be applied to all existing SEMTECH DS units.

Following the direction of the Steering Committee, Sensors Inc. developed a system
upgrade to estimate the chiller NO, loss and numerically correct the NO, measurement.
Upgrades were completed on all PEMS used during the measurement allowance program by the
end of May, 2006. The upgrade package includes a drain manifold relative humidity sensor and
software upgrade. After Sensors Inc. implemented the upgrade for the SEMTECH-DS, all units
passed the NO, penetration check. Details of the upgrade are not included in this report for
reasons of confidentiality.

After implementation of the NO, chiller penetration system upgrade, the Steering
Committee elected to repeat the steady-state testing for Engine 1. While these results are
summarized later in greater detail, a summary is given in Figure 20 to illustrate the effect of the
upgrade on the data. The figure shows the pooled NOy delta data with upgraded SEMTECH-DS
units. The negative bias of the original data set was replaced with pooled errors showing a slight
positive bias.
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FIGURE 20. NOx CONCENTRATION POOLED DELTA DATA FROM ENGINE 1
STEADY-STATE REPEAT TESTING AFTER CHILLER NO, PENETRATION
RETROFIT INSTALLATION

The NO; penetration check failure and subsequent PEMS upgrade resulted in a schedule
delay of more than two months in the execution of the program.

During dynamometer testing on Engine 2, PEMS 4 and PEMS 6 began reporting several
faults stating the drain manifold relative humidity sensor was not responding. To remedy this
problem, several drain manifold humidity sensors were replaced, after which the NO, penetration
check was repeated. Sensors Inc. linked the frequent failure of the drain relative humidity
sensors to drain manifolds that were allowing exhaust gas to leak past the sensor. The leaking
exhaust gas carried liquid water past and onto the humidity sensors, causing the sensors to fail.
A simple leak check was used to screen for properly sealed new RH sensors, which were
installed in the PEMS. The PEMS passed all penetration checks after the new sensors and drain
manifolds were installed.

3.4.9 1065.378 NO,-to-NO Converter Conversion

The NO,-to-NO converter conversion verification was performed on the laboratory raw
and dilute benches. This check was performed using the automated Horiba bench software and
Horiba GDC-703 gas divider, which is also capable of performing the NOy converter check.
Both raw and dilute NO,-to-NO converters had conversion efficiencies greater than 95 %, and
therefore passed this verification test.
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3.5 1065 Exhaust Flow Meter Linearity Verification

The Sensors Inc. electronic flow meters (EFM) and Horiba flow meter were checked for
flow linearity using a flow calibration stand at SwRI. This flow stand incorporates a set of
reference laminar flow elements (LFEs), which are regularly sent for verification of NIST
traceability at CEESI. The SwRI flow stand is pictured in Figure 21. The flow stand uses a
positive displacement blower to pull air through the stand, therefore, the reference LFE and EFM
are under a slight negative pressure during testing. The reference meters are downstream of the
meter that is being calibrated. In the case of the Sensors Inc. EFMs, a length of straight pipe
matching the diameter of the EFM was installed upstream of the EFM. The flow stand
incorporates long lengths of straight pipe, well in excess of 10 diameters, between the two flow
meters, as well as downstream of the reference meter. The stand is designed in this manner
because most calibrations at SwRI focus on intake air measurement. Several manually
controlled flow restriction devices, located far downstream of the reference meter, are used to set
the desired flow rates during the linearity check. High precision mercury manometers are read
manually to record the LFE differential and inlet pressure, while a thermocouple is used to
measure the LFE inlet temperature.

The SwRI flow stand was also used to calibrate the intake air LFEs used to calculate the
laboratory reference raw exhaust flow. The raw exhaust flow rate was also checked during
testing by calculating a carbon balance fuel flow, using raw gaseous measurements and the raw
exhaust mass rate, and comparing to the measured fuel flow mass rate. During all steady-state
testing, the raw carbon balance error was generally less than 2 %.

FIGURE 21. SWRI LFE FLOW STAND MANOMETERS AND REFERENCE LFES
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Sensors Inc. uses a similar LFE-based flow stand to calibrate their electronic flow meters.
However, the Sensors flow stand uses a blower to push air through the reference flow meter and
then through the test flow meter which is located downstream and is then vented directly to
atmosphere. Therefore, the flow meters calibrated at Sensors. are under slight positive pressure.
According to Sensors, the stand was designed in order to accurately simulate field conditions of
an exhaust tailpipe. This discrepancy between the SwRI and Sensors Inc. flow stands may have
been a factor contributing to increased exhaust flow errors during steady-state testing on Engines
2 and 3, which used the 4-inch and 3-inch flow meters respectively. However, this could not be
verified, and the issue did not manifest itself with the 5-inch flow meters.

At SwRI, the Sensors Inc. and Horiba flow meters were mounted inline with the
reference LFE as shown in Figure 22. A straight pipe, with length exceeding 10 diameters, was
connected to the inlet of the flow meters. The EFM flow was recorded using the Sensors Inc.
software. Data markers with the Sensors Inc. post processor software were used to average at
least 30 seconds of data at each flow rate.

FIGURE 22. SENSORS INC. EFM MOUNTED ON THE SWRI LFE FLOW STAND

The collected flow data was processed using the 1065 linearity verifications for a raw
exhaust measurement system. The sections below describe the calibration events and linearity
results for the 5-inch, 4-inch, and 3-inch flow meters.

3.5.1 Five-Inch Exhaust Flow Meter Linearity

As shown in Table 44, two 5-inch Sensors Inc. flow meters passed the linearity check,
while one 5-inch flow meter repeatedly failed the check. Per the Steering Committee’s decision,
the failed 5-inch EFM was sent to Sensors Inc. where it was recalibrated using the Sensors Inc.
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flow stand. The 5-inch flow meter was then tested at SwRI where it passed the 1065 linearity
check. These results appeared to indicate good agreement between the SwRI and Sensors flow

stands.

TABLE 44. 5-INCH SENSORS INC. EFM LINEARITY RESULTS

2

Verification Description | Intercept | Slope | SEE | r
HO05-SEOQ5 - Initial, Test 1
Measured 5.07 0.96 1.93 1.00
Linearity Criteria 9.42 0.98-1.02 18.85 0.99
Pass / Fail Pass Fail Pass Pass
HO05-SEOQ5 - Initial, Test 2
Measured 6.45 0.96 4.08 1.00
Linearity Criteria 9.61 0.98-1.02 19.22 0.99
Pass / Fail Pass Fail Pass Pass
HO5-SEO3 - Initial
Measured 1.60 1.00 4,50 1.00
Linearity Criteria 9.54 0.98-1.02 19.09 0.99
Pass / Fail Pass Pass Pass Pass
105-SEOQ5 - Initial
Measured 4,93 1.01 4.87 1.00
Linearity Criteria 9.44 0.98-1.02 18.87 0.99
Pass / Fail Pass Pass Pass Pass
HO5-SEOQ5S - Test 1 After Recalibration at Sensors
Measured -1.69 1.01 1.60 1.00
Linearity Criteria 9.28 0.98-1.02 18.57 0.99
Pass / Fail Pass Pass Pass Pass

Table 45 shows the linearity results for the 5-inch Horiba exhaust flow meter.

The

Horiba meter, also based on pitot tube technology, showed excellent correlation with the SwRI

flow stand; easily passing the 1065 linearity criteria.

TABLE 45. 5-INCH HORIBA EXHAUST FLOW METER LINEARITY RESULTS

2

Verification Description | Intercept | Slope | SEE | r
Horiba 5-Inch Exhaust Flow Meter S/N: 050702G2
Measured 0.81 1.00 6.45 1.00
Linearity Criteria 9.58 0.98-1.02 19.17 0.99
Pass / Fail Pass Pass Pass Pass

flow meters showed good agreement with the laboratory exhaust flow measurement.

Figure 23 shows the pooled delta data for the Sensors Inc. 5-inch flow meters versus the
laboratory calculated exhaust flow for the Detroit Diesel Series 60 engine during steady-state
repeat testing. Reporting median flow measurement deltas less than 2 % of point, the 5-inch

The

Sensors Inc. 5-inch EFM is rated at flows as high as 1700 scfm, therefore we were testing the
meter only in its mid to lower range.
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FIGURE 23. 5-INCH SENSORS EFM EXHAUST FLOW POOLED DELTA DATA
FROM ENGINE 1 STEADY-STATE REPEAT TESTING

Because the Horiba OBS-2200 was delivered to SwRI late in the program, it was tested
only with Engine 3. Per the recommendation of Horiba, the 5-inch flow meter was used during
testing with the International VT365 engine. Figure 24 shows pooled delta data for the Horiba 5-
inch flow meter versus the laboratory calculated exhaust flow during steady-state repeat testing.
The Horiba flow meter showed good correlation with the SwRI calculated exhaust flows, with
median deltas less than 0.5 % of point.
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FIGURE 24. 5-INCH HORIBA EXHAUST FLOW METER POOLED DELTA DATA
FROM ENGINE 3 STEADY-STATE REPEAT TESTING

3.5.2 Four-Inch Exhaust Flow Meter Linearity

Table 46 shows the linearity test results for the 4-inch flow meters in chronological order.
During the initial 1065 linearity checks, all of the 4-inch flow meters failed the verification
criteria with low slope values for the regression lines, with an averaging regression line slope of
0.94. As a result, the 4-inch flow meters where sent to Sensors Inc. for recalibration. After
recalibration at Sensors Inc., one 4-inch flow meter, serial number HO5-SEQ7, was returned to
SwRI to re-check linearity. The flow meter again failed the linearity check with low slope, at
roughly 0.97 on average. SwRI and Sensors performed a considerable number of diagnostic tests
and checks in an attempt to determine the cause of the apparent discrepancy between the two
flow stands. All tests with the SwRI LFE flow stand failed the linearity check with low slope.

An attempt was made to check linearity in actual engine exhaust from Engine 1 (14L
DDC Series 60), using the SWRI exhaust flow measurement (from the sum of intake air and fuel
flows) as the reference. It should be noted that the 4-inch flow meter was smaller than those
normally used for this engine. The engine check failed linearity, but with a high slope.
However, this was due in part to large negative errors at the low end of the flow range, which
caused the intercept to also fail by a wide margin.

The collection of 4-inch flow meter data was presented to the Steering Committee at the

July 27, 2006 meeting in Ann Arbor. The decision was made to recalibrate the 4-inch flow
meters using the SWRI flow stand data. SwRI ran 15-point curves as requested by Sensors Inc.
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Using the SwRI data, Sensors Inc. supplied new calibration constants for the meters. As
expected, all 4-inch flow meters passed the 1065 linearity checks after they were calibrated and
checked using the SwRI flow stand.

TABLE 46. 4-INCH SENSORS INC. EFM LINEARITY RESULTS

Verification Description | Intercept | Slope | SEE | r’
HO05-SEQ7 - Initial, Test 1
Measured 7.28 0.95 5.99 1.00
Linearity Criteria 9.25 0.98-1.02 18.51 0.99
Pass / Fail Pass Fail Pass Pass
HO05-SEQ7 - Initial, Test 2
Measured 8.77 0.95 6.93 1.00
Linearity Criteria 9.18 0.98-1.02 18.36 0.99
Pass / Fail Pass Fail Pass Pass
105-SEO3 - Initial, Test 1
Measured 4.09 0.98 6.49 1.00
Linearity Criteria 9.30 0.98-1.02 18.60 0.99
Pass / Fail Pass Fail Pass Pass
105-SEOQ3 - Initial, Test 2
Measured 3.06 0.96 6.61 1.00
Linearity Criteria 9.24 0.98-1.02 18.49 0.99
Pass / Fail Pass Fail Pass Pass
105-SEOQ1 - Initial, Test 1
Measured 21.47 0.92 14.56 1.00
Linearity Criteria 9.26 0.98-1.02 18.52 0.99
Pass / Fail Fail Fail Pass Pass
HO5-SEQ7 - Test 1 After Recalibration at Sensors
Measured -8.11 0.98 6.42 1.00
Linearity Criteria 7.31 0.98-1.02 14.61 0.99
Pass / Fail Fail Fail Pass Pass
HO5-SEQ7 - Test 3 After Recalibration (check on DDC Series 60 in exhaust)
Measured -25.74 1.03 7.26 1.00
Linearity Criteria 10.26 0.98-1.02 20.52 0.99
Pass / Fail Fail Fail Pass Pass
HO5-SEQ7 - Test 4 After Recalibration (15-point calibration data generation)
Measured 1.60 0.96 5.28 1.00
Linearity Criteria 7.69 0.98-1.02 15.39 0.99
Pass / Fail Pass Fail Pass Pass
HO5-SEQ7 - Test 5 (EFM calibrated using SwRI data)
Measured 1.87 1.00 11.70 1.00
Linearity Criteria 7.32 0.98-1.02 14.65 0.99
Pass / Fail Pass Pass Pass Pass
105-SEQ03 - EFM calibrated using SwRI data
Measured -3.93 1.00 6.40 1.00
Linearity Criteria 7.43 0.98-1.02 14.87 0.99
Pass / Fail Pass Pass Pass Pass
105-SEQ1 - EFM calibrated using SwRI data
Measured -3.93 1.00 6.40 1.00
Linearity Criteria 7.43 0.98-1.02 14.87 0.99
Pass / Fail Pass Pass Pass Pass
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Figure 25 shows the pooled delta data for the Sensors Inc. 4-inch flow meters versus the
laboratory calculated exhaust flow for the Caterpillar C9 engine during steady-state repeat
testing. The 4-inch flow meter showed a trend of increasing error as exhaust flow rate increased.
The median flow rate delta was near 5 % of point at the highest measured flow. Because Sensors
Inc. effectively increased the slope of their EFMs when calibrating to the SwRI flow stand data,
the observed engine deltas would likely have been smaller had the flow meters used the original
Sensors Inc. calibration. As discussed earlier, the differences in the calibrations between Sensors
Inc. and SwWRI may be linked to the different designs of the two flow stands; however, the final
reason for the discrepancies is not know at this time. The Sensors Inc. 4-inch EFM is rated at
flows as high as 1100 scfm, therefore SwRI tested the meter over a broad range relative to the
maximum flow rate.
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FIGURE 25. 4-INCH EFM EXHAUST FLOW POOLED DELTA DATA FROM ENGINE
2 STEADY-STATE REPEAT TESTING

3.5.3 Three-Inch Exhaust Flow Meter Linearity

The Sensors Inc. 3-inch EFM is rated at flows as high as 600 scfm, and was used on
Engine 3 during the program. On an initial set of linearity checks performed in January, 2006,
all of the 3-inch flow meters failed with positive slopes of 1.04 on average. The 3-inch flow
meters were all returned to Sensors Inc. for recalibration. When returned to SwRI, the 3-inch
EFMs failed linearity with a low slope of 0.96 on average. Table 47 summarizes the 3-inch EFM
linearity data in chronological order. One 3-inch flow meter, serial number HO5-SEQ6, was
replaced by Sensors Inc. due to its outlying, low slope. Based on experiences with the 4-inch
flow meters, the Steering Committee elected to recalibrate the 3-inch flow meters using data
generated at SWRI. The 3-inch flow meters passed the linearity check after recalibration at
SwRI. The resulting calibration increased the slope of each regression line by 4 to 5 percent. It
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should be noted that the final linearity checks indicated a slight positive bias of roughly 1 percent
on average, with one of the flow meters nearly failing linearity with a high slope.

TABLE 47. 3-INCH SENSORS INC. EFM LINEARITY RESULTS

2

Verification Description | Intercept | Slope | SEE | r
HO5-SEO04 - Initial Test 1 (Jan, 2006)
Measured -12.54 1.04 8.68 1.00
Linearity Criteria 5.91 0.98-1.02 11.82 0.99
Pass / Fail Fail Fail Pass Pass
HO5-SEO04 - Initial Test 2 (with Straight Pipe)
Measured -11.89 1.03 5.88 1.00
Linearity Criteria 4.73 0.98-1.02 9.47 0.99
Pass / Fail Fail Fail Pass Pass
HO5-SEO04 - Initial 15-point w/ Straight Pipe (Jan, 2006)
Measured -17.86 1.05 14.55 1.00
Linearity Criteria 6.49 0.98-1.02 12.99 0.99
Pass / Fall Fail Fail Fail Pass
HO05-SEOQ4 - Test 1 After Recalibration
Measured 1.67 0.95 8.10 1.00
Linearity Criteria 6.37 0.98-1.02 12.74 0.99
Pass / Fall Pass Fail Pass Pass
HO5-SEQ6 - Test 1 After Recalibration (EFM was replaced due to low slope)
Measured 4.01 0.90 4.23 1.00
Linearity Criteria 6.77 0.98-1.02 13.54 0.99
Pass / Fall Pass Fail Pass Pass
105-SEQ6 - Test 1 After Recalibration
Measured 1.90 0.97 7.09 1.00
Linearity Criteria 6.27 0.98-1.02 12.54 0.99
Pass / Fall Pass Fail Pass Pass
HO05-SEO4 - EFM calibrated using SwRI data
Measured 3.23 1.02 5.99 1.00
Linearity Criteria 5.97 0.98-1.02 11.93 0.99
Pass / Fall Pass Pass Pass Pass
105-SE06 - EFM calibrated using SwRI data
Measured 4.93 1.01 4.87 1.00
Linearity Criteria 9.44 0.98-1.02 18.87 0.99
Pass / Fall Pass Pass Pass Pass
106-SE04 - EFM calibrated using SwRI data
Measured 4.89 1.00 6.43 1.00
Linearity Criteria 6.01 0.98-1.02 12.02 0.99
Pass / Fall Pass Pass Pass Pass

Figure 26 shows the pooled delta data for the Sensors Inc. 3-inch flow meters versus the
laboratory calculated exhaust flow for the International VT365 engine during steady-state repeat
testing. The median flow rate delta for the 3-inch flow meters showed a nearly constant positive
bias of approximately 10 % of point. The engine exhaust flow deltas would likely have been
smaller had the 3-inch EFMs not been recalibrated using the SwRI LFE flow stand data.
However, the recalibration only resulted in an adjustment on the order of 4 % of point, which
was not large enough to explain the 10 % positive bias observed in the engine results. Because
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the initial linearity check data on the SwRI flow stand indicated a positive bias, it is not clear
what the final source(s) of the positive measurement bias are.
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FIGURE 26. 3-INCH EFM EXHAUST FLOW POOLED DELTA DATA FROM ENGINE
3 STEADY-STATE REPEAT TESTING
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40 ENGINE DYNAMOMETER LABORATORY TESTING

4.1  Engine Testing Objectives

Engine testing was performed to characterize bias and precision errors for the
SEMTECH-DS instruments versus lab grade emission measurement equipment. Analyzer and
exhaust flow rate measurements were compared over both steady-state and transient engine
operation. Several engine laboratory tests were designed to evaluate errors associated with
ECM-broadcast channels and subsequent interpolation errors of torque and BSFC. Finally, tests
were conducted to assess the exhaust flow measurement errors due to installation related factors.

4.2  Test Engines and Dynamometer Laboratory

FIGURE 27 PEMS INSTRUMENTATION SETUP IN DYNAMOMETER TEST CELL
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FIGURE 29 ENGINE 2 (MHD) - CATERPILLAR C9
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FIGURE 30 ENGINE 3 (LHD) - INTERNATIONAL VT 365
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FIGURE 31 TEST CELL EXHAUST SYSTEM SHOWING PEMS FLOWMETERS AND
SAMPLING POINTS

4.3  40-Point Torque and BSFC Map Generation and Error Surface

An initial task specified in the Test Plan was to generate 40-point torque and BSFC maps
as well as preview laboratory and PEMS emission and flow data. The toque and BSFC maps
were generated for a variety of reasons. First, the 40-point maps served as the data set used to
create interpolation surfaces for the estimation of ECM Torque and ECM BSFC from ECM
broadcast (CAN) speed and fuel rate signals. Second, the preview of the emission results from
these points was used to aid in down-selection of the 10 test points to be used in subsequent
steady-state error surface experiments. Finally, the preview data was used to determine whether
multiple PEMS units could be run in parallel on a given engine during steady-state experiments,
thus shortening the amount of time required for the steady-state testing.

The 40-points were chosen by the Steering Committee during the planning portions of the
program, and were designed to cover the entire NTE zone as evenly as possible. Several points
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were positioned slightly beyond the NTE boundary to aid in interpolation near the edges of the
NTE zone.

After verifying the engines and aftertreatment systems were functioning properly, the lug
curves of the engine were mapped according to the procedures in CFR Part 1065 Subpart F. An
Excel spreadsheet provided by EPA, and approved by the Steering Committee, was used with the
map data to generate the 40 points within the NTE zone. The lug curves and 40 NTE points are
shown in Figure 32 through Figure 34 for Engine 1, Engine 2, and Engine 3, respectively. Using
the laboratory raw and dilute sampling systems, as well as the PEMS, each of the 40 points was
tested over 10-minute modes. The initially planned mode length was 3 minutes; however, the
mode length was extended to 10 minutes following initial Engine 1 testing to insure the fuel flow
measurement was stable.

1800

O - Steering Committee Selected 10 Points
1600 -

1400 -

Lug Curve
1200 -

1000 -

NTE Speed Line —p|
800 -

Torque (Ib-ft)

600 -

400

NTE Torque - Power Line
200 -

800 1000 1200 1400 1600 1800 2000 2200 2400
Speed (rpm)

FIGURE 32. ENGINE 1 - DETROIT DIESEL SERIES 60 LUG CURVE AND 40-POINT
MAP
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FIGURE 34. ENGINE 3 - INTERNATIONAL VT365 LUG CURVE AND 40-POINT MAP

The 40-point torque and BSFC interpolation surfaces were based on the laboratory torque
measurement and the laboratory BSFC calculation from the laboratory measured fuel rate and
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measured engine power. The laboratory torque and BSFC measurements were referenced to the
ECM-broadcast (CAN) speed and fuel rates for each mode. Using these maps, torque and BSFC
values were interpolated based off of ECM-broadcast channels. A triangular plane interpolation
routine was developed by SwRI statisticians to aid in the interpolation process. The 40-point
interpolation maps were used throughout dynamometer engine testing to produce ECM
interpolated torque and BSFC values for comparison with the laboratory measured reference
values. The torque and BSFC interpolation maps for each engine can be found in Appendix E.
As requested by the Engine Manufacturers, only normalized map data is presented.

Originally, the 40-point torque and BSFC maps and interpolation routine were to be used
in the Monte Carlo Error Model. The reference NTE events, supplying ECM speed and fuel rate,
were to use the maps to interpolate torque and BSFC. The interpolation process in the Model
was problematic because the interpolation maps were different for each engine, and engine map
data was not available for the engine used to generate the reference NTE events. In addition,
there were questions regarding how to choose an interpolation surface for each event, as well as
the additional computational load of having to do repeated interpolations in the Model.
Therefore, the final reference torque and BSFC values were supplied with each reference NTE
events, and no torque and BSFC interpolations were performed in the Model.

In addition to map generation, the 40-point steady-state testing was used to preview the
performance of the PEMS and laboratory. As specified in the Test Plan, the results of the 40-
point testing were used to down-select the 40 points to the 10 points to be used for steady-state
repeat testing. SwRI reviewed the results of 40-point testing and recommended 10 points to be
used for steady-state testing. In the down-selecting process, SwWRI attempted to have the selected
10 points evenly span the NOx concentration, exhaust flow rate, and NO, mass flow rate ranges
observed during the 40-point testing. In addition, the 10-points were selected to be somewhat
distributed over the NTE zone. In general, the Steering Committee approved the SwRI
recommended 10-point down-selection, with only a couple points modified for the final steady-
state repeat testing. The selected 10 points are shown in Figure 32 through Figure 34.

Three PEMS units were used simultaneously during the 40-point mapping process. The
Test Plan called for the data to be examined to determine if running PEMS in this manner would
cause measurement issues that would require subsequent testing to be conducted with one PEMS
unit at a time. A particular area of concern was the use of multiple PEMS flow meters in series.
Following the 40-point testing on Engine 1, the data was examined by Sensors Inc. and the
Steering Committee. There was no evidence of a bias for any PEMS exhaust flow rate
measurement. Sensors Inc. agreed with this assessment, and the Steering Committee elected to
proceed with all further testing using the three PEMS units simultaneously. This decision was
made at the April 4, 2006 conference call. Data from the 40-point maps on Engine 2 and 3 was
also examined for evidence of an exhaust flow bias, but none was found.

4.4  Steady-State Repeat Engine Testing and Error Surfaces

Repeat steady-state engine testing was performed to quantify PEMS bias and precision
errors versus laboratory emission measurement equipment. The measurement errors evaluated
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during steady-state repeat testing included gaseous emission concentration measurements and
exhaust flow rate measurements.

The steady-state test consisted of 10 modes that were selected by the Steering Committee
from the 40-point mapping procedure discussed previously. The 10-mode steady-state tests were
repeated 20 times. As specified in the Test Plan, the mode order of each of the steady-state tests
was randomized. The mode length was 3 minutes with data averaged over the last 30 seconds of
each mode. Each 10-mode test cycle was run essentially as a ramp modal cycle, although the
modes were processed individually. The laboratory reference analyzers were zeroed and
spanned before each cycle. The engine and laboratory sampling systems were preconditioned
before each cycle as outlined in 1065.520. Following the preconditioning, the engine was
brought to idle, both laboratory and PEMS sampling systems and data recording were started,
and the 10-mode test cycle was started. At the end of the cycle, laboratory systems were zero
and span checked. The PEMS were only spanned at the start of each test day, and were zeroed
prior to the start of each cycle. This was roughly equivalent to zeroing the instrument every
hour, which is the normal schedule for auto-zero maneuvers during field measurements.

Three PEMS units were tested simultaneously during steady-state testing. The SwRI
dynamometer laboratory conducted both raw and dilute emission measurements. The dilute
gaseous concentration measurements were converted to the equivalent raw concentrations using
the CVS flow rate and the calculated exhaust flow rate. This was done by first calculating a
dilute mass rate for a given pollutant, and then using the raw exhaust flow rate to back calculate
a raw concentration. These the dilute-to-raw emission concentrations were used as the
laboratory reference for comparison against the PEMS gaseous concentration measurements.
The laboratory raw measurements were used for quality assurance purposes by providing a check
on the dilute-to-raw measurements and on the raw exhaust flow measurement via carbon balance
verifications. The laboratory exhaust flow rate was determined using a LFE to measure the
intake air flow, a Micro-Motion fuel flow meter to measure fuel flow, and the laboratory
analyzers to measure raw exhaust emission concentrations. The intake LFE measurement and
the raw chemical balance were used with equation 1065.655-14 to calculate the reference
exhaust flow rate. The raw exhaust flow rate was also calculated using the LFE air flow rate and
measured fuel flow with the CFR Part 89 raw exhaust flow rate calculation. The two laboratory
exhaust flow rate calculation methods resulted in nearly identical exhaust flow rate results.

The wet gaseous PEMS concentration data and EFM data were compared to the
laboratory reference. Each PEMS measurement was compared individually to the laboratory
reference. These errors, or deltas, were pooled to generate the steady-state error surfaces. For
steady-state error generation, deltas were generated from paired data sets of PEMS and
laboratory reference measurements. In other words, each PEMS measurements were compared
directly to the associated laboratory reference measurement for that repeat.

4.4.1 Engine 1 Detroit Diesel Series 60 Steady-State

After generating the 40-point torque and BSFC maps, the Steering Committee selected 10
points to perform repeat steady-state testing. The modes selected for Engine 1 steady-state
testing are shown in Figure 32. As discussed in the audit section of the report, the PEMS units
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used during the initial set of steady-state measurements had all failed the 1065 NO, Chiller
Penetration Check. The Steering Committee elected to proceed with steady-state testing to
determine if the NO, penetration failure would affect the performance of the PEMS units during
engine testing. PEMS 1, 3, and 4 were used for Engine 1 testing. PEMS 2 was not chosen
initially for Engine 1 testing due to the 1065 Non-stoichiometric O, FID Interference audit
failure.

After completion of the steady-state testing, the results were presented to the Steerin%
Committee. The individual delta data from each PEMS was pooled. The 5", 50" and 95
percentiles of the pooled error data was plotted against the mean laboratory reference value. As
shown in Figure 19, the PEMS showed a low bias for NOy, especially at high concentrations.
The Steering Committee deemed the NOy results unsatisfactory, and Sensors Inc. was asked to
design and implement a solution to the NO; chiller penetration problem. A complete discussion
of the NO, penetration solution can be found in the audit section of this report.

In June 2006, approximately two months after the initial Engine 1 steady-state testing,
Sensors Inc. installed the NO, penetration retrofit package on the PEMS units at SwWRI. The NO,
Chiller Penetration audits were then repeated. All upgraded PEMS units passed the 1065
penetration check.

Following the PEMS upgrades and audit checks, Engine 1 steady-state testing was
repeated. Again, the pooled PEMS delta data was plotted against the mean laboratory reference
values. As shown in Figure 35, the low NOy bias of the original testing was replaced with PEMS
data showing a slight positive NOy bias. The pooled gaseous concentration delta data for Engine
1 can be viewed in Appendix F. Delta data is included for both the PEMS as well as the
laboratory raw measurements, with the dilute-to-raw measurements as the reference.
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FIGURE 35. NOx CONCENTRATION POOLED DELTAS FOR REPEAT STEADY-
STATE TESTING ON ENGINE 1 AFTER NO, PENETRATION UPGRADE

With the Engine 1 catalyzed DPF, CO and HC emissions were very low. Although the
laboratory raw and dilute analyzers reported raw CO concentration levels generally between 10
to 25 ppm, the SEMTECH-DS consistently measured CO emission levels at approximately 40
ppm. Pooled deltas for CO are given in Figure 36 for Engine 1. The high CO bias may by due
in part to the low resolution of the CO detector, which has a reported resolution of 0.01%
(10ppm). In addition, the CO instruments would typically read between 20 and 40 ppm when
zero gas was introduced to the sample port of the SEMTECH DS using a sample probe overflow
technique. The positive CO bias was apparently due in part to the sampling handling system of
the unit and was observed on all three engines.
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FIGURE 36. CO CONCENTRATION POOLED DELTAS FOR REPEAT STEADY-
STATE TESTING ON ENGINE 1

NMHC measurements presented a particular problem due to the very low tailpipe levels
associated with the use of the DPFs. The laboratory reference measurement was complicated by
several factors beyond the low concentration levels. First, the levels of THC and methane were
similar during all steady-state testing. Figure 37 shows mean raw exhaust hydrocarbon
concentrations for the steady-state modes. Individual THC and CH; measurements varied
approximately + 0.2 ppmC around the mean. Unfortunately, this level was similar to the final
NMHC concentrations. Therefore, the variability of the NMHC measurement was high, and in
some cases resulted in slight negative values.
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FIGURE 37. MEAN RAW HC CONCENTRATIONS FOR ENGINE 1 STEADY-STATE
TESTING

The dilute NMHC measurement was further complicated because the raw exhaust
concentrations were below those in the background air. Typical background levels were 3 ppmC
for THC and 2.5 ppmC for NMHC. This resulted in a high occurrence of negative NMHC
results. The NMHC measurement errors were further exaggerated by the dilute-to-raw scaling
process. As a result, the Steering Committee elected to abandon the dilute-to-raw NMHC
concentration values as the reference at the April 2006 meeting. The laboratory direct raw
concentrations were chosen as the NMHC reference because the raw measurements were not
complicated by background concentrations and conversion problems.

Initially, Sensors Inc. supplied two methane analyzers which could, in principal, be added
to the SEMTECH-DS units. However, since these analyzers were external laboratory grade
analyzers, the Steering Committee decided the methane analyzers were not suitable for field
measurement. Therefore, the PEMS NMHC values were determined using only the THC
measurement. The THC concentrations were multiplied by 0.98 to generate NMHC values, as
given in Part 1065. Figure 38 shows PEMS NMHC concentrations for Engine 1 plotted against
the associated mean raw laboratory reference values. Tailpipe HC levels for Engine 1 were
below the resolution limits of the PEMS FID analyzer, which reported mostly zero THC values
throughout steady-state testing. Therefore, the data from Engine 1 was not useful in producing
an NMHC error surface. A final decision on how to process the NMHC data was deferred until
results from Engines 2 and 3 could be reviewed.
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FIGURE 38. PEMS NMHC CONCENTRATIONS FOR ENGINE 1 STEADY-STATE
TESTING

As shown in Figure 39, the PEMS 5-inch EFMs showed good correlation with the
laboratory reference exhaust flow rate measurement, with deltas generally less than 2 to 3
percent of point. Although not used in the Model, NO4 mass flow rate errors are also shown in
Appendix F. The PEMS NOx mass flow rate measurements were biased slightly high, which is
consistent with the slightly high bias observed in both NOy concentration and the EFM
measurements.
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4.4.2 Engine 2 Caterpillar C9 Steady-State

Following the generation of the 40-point torque and BSFC maps, the Steering Committee
selected 10 NTE points to perform the repeat steady-state testing for Engine 2. The selected 10
points are shown in Figure 33. Prior to Engine 1 steady-state testing, PEMS 6, used in
environmental testing, experienced a FID failure. Because there was an immediate need to
continue environmental chamber testing, PEMS 3 was pulled from the dynamometer laboratory
and used as a replacement for PEMS 6. This resulted in a schedule delay while PEMS 6 was
repaired. PEMS 6 was therefore used for Engine 2 and 3 testing.

During initial Engine 2 steady-state testing, PEMS 4 NOy values showed several outlying
low points. The continuous NO and NO, data from PEMS 4 indicated periods when both
channels were reporting zero values. Diagnostic efforts pointed to a bad NDUV lamp; therefore,
Sensors Inc. replaced the NDUV. Linearity checks were performed on the new NDUV before
proceeding with steady-state testing. After only a couple tests, the new NDUV in PEMS 4 began
behaving erratically as well. The PEMS 4 NDUV was replaced once again. Linearity checks as
well as a NO, penetration check were performed before continuing with Engine 2 testing.

Shortly after PEMS 4 was repaired, PEMS 6 reported a fault stating the Manifold
Relative Humidity Sensor was not responding. With diagnostic support from Sensors Inc., the
exhaust manifold RH sensor and sensor manifold block were removed. This assembly is part of
the NO, penetration upgrade package which had been developed by Sensors Inc. earlier in the
program. As shown in Figure 40, the sensor was found to be corroded, therefore a new sensor
and sensor manifold was installed. Because the exhaust manifold relative humidity sensor was
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part of the NO; chiller penetration retrofit kit, a 1065 NO, penetration check was repeated.
PEMS 6 passed the penetration check with the new RH sensor. Shortly after continuing with
steady-state repeat testing, PEMS 6 again reported the relative humidity sensor was not
responding. The sensor was removed and found to be wet. A new sensor and sensor manifold
were installed and the 1065 NO, Chiller Penetration check was repeated. PEMS 6 passed the
audit and SwRI continued steady-state testing with Engine 2. After completing only a couple
steady-state tests, PEMS 6 reported the same RH sensor fault. Again, the sensor was found to be
wet.

FIGURE 40. CORRODED RH SENSOR (LEFT) COMPARED TO A NEW RH SENSOR
(RIGHT)

After the third failure, Sensors Inc. recommended checking the sensor manifold block for
leaks. The leak test was performed by slightly pressurizing the sensor manifold and checking for
air leaking past the RH sensor. All sensor manifolds tested by SwRI had air escaping the
manifold by the RH sensor. According to Sensors Inc., the escaping air likely caused liquid
water to be drawn up the manifold and in contact with the relative humidity sensor, thus causing
the fault. Sensors Inc. instructed SwRI to reseal the RH sensor in the sensor manifold block
using silicon. A picture of a RH sensor surrounded by silicon as well as the sensor manifold
block is shown in Figure 41. After resealing the RH sensor, the manifold was leak checked to
insure air was not escaping from the manifold. Another 1065 NO, penetration check was
performed after installing the new sensor. With the properly sealed sensor manifold, PEMS 6
operated without fault for the remainder of the steady-state testing.
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FIGURE 41. DISASSEMBLED RH SENSOR MANIFOLD WITH RH SENSOR

During this time, PEMS 4 also began to have faults pertaining to the manifold relative
humidity sensor not responding. The RH sensor and manifold were replaced with a new, non-
leaking manifold. After replacement of the sensor, and subsequent NO, penetration check,
PEMS 4 reported no other problems related to the RH sensor.

Following the completion of the various repairs and diagnostic efforts, the remaining
Engine 2 steady-state tests were completed. However, examination of the data following the
completion of Engine 2 transient testing revealed a problem with the Caterpillar C9 steady-state
data. In generating the transient error surfaces, the transient data was corrected using the
variance measured during steady-state testing. The steady-state variance correction process is
described in detail under the transient testing section. However, the variance of the Engine 2
steady-state data was generally larger than the variance of the transient data. After reviewing the
Engine 2 steady-state data, the high variance was found to be related to the large time lapse
caused by the PEMS hardware failures. Almost half of steady-state points were run prior to the
PEMS hardware failures, with the remaining points run approximately 3 weeks afterward.

As seen in Figure 42, there is a definite shift in NOy concentration for the initial steady-
state points versus the points run after the PEMS repairs. Repeats 5, 9, and 12 through 20 were
run 2 % weeks after the other steady-state repeat tests. This shift was recorded for both
laboratory and PEMS analyzers. The bias error would not affect the steady-state error surfaces,
as the PEMS measurements are paired with the laboratory reference and this removes variances
caused by the engine. However, the variance of the pooled raw PEMS data, not the PEMS delta
data, was used to generating the transient error surfaces. The high variance of the Engine 2
PEMS steady-state data would have collapsed the Engine 2 transient error surfaces due to the
steady-state variance correction. Because the Engine 2 transient error surfaces would be
inaccurate using the high variance steady-state data, the Steering Committee elected to repeat
Engine 2 steady-state testing.
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The repeated steady-state testing for Engine 2 went smoothly, with no problems from the
PEMS or the laboratory. The PEMS and laboratory raw data was compared to the laboratory
reference dilute-to-raw measurements. The pooled delta data was plotted versus the mean
reference value. The results for the gaseous emission concentration errors are shown in
Appendix F. The SEMTECH-DS median NOx error levels for Engine 2 were generally less than
5 ppm and centered near zero.

In an attempt to address the issue of low tailpipe NMHC levels observed during Engine 1
testing, a different DPF was used for Engine 2. The Engine 2 DPF was a 2007 production DPF
supplied by Caterpillar. The production DPF likely had lower precious metal loadings than the
DPFs which SwRI had procured for the program. The Steering Committee hoped the production
DPF would result in more useable NMHC data. Figure 43 shows raw hydrocarbon levels for
Engine 2. While the NMHC concentrations were higher than Engine 1 levels, the methane and
THC levels were extremely similar, resulting in reference NMHC levels still near zero. The
similar THC and CH, levels resulted in a large occurrence of negative values for the raw
laboratory reference. However, the PEMS showed measurable NMHC response for Engine 2, as
seen in Figure 44.
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Over the course of several conference calls and meetings, there was considerable
discussion among Steering Committee members as to how the NMHC data could be represented
in the Model. Ultimately, several decisions were made regarding the NMHC error surface.
First, it was determined that the laboratory reference method for NMHC was not accurate at the
low NMHC levels. As a result, the NMHC error surface was collapsed to a single x-axis point,
and all deltas would be generated using a reference value of zero. All of the NMHC data would
be pooled together to generate a single set of 5, 50", and 95™ percentile values. Second, the
Steering Committee decided that only Engine 2 data would be used to populate the NMHC error
surface, because the data from Engines 1 and 3 showed no PEMS NMHC response. These
decisions were finalized at the November 2006 Steering Committee meeting in San Antonio. A
similar approach was to be used for the transient error surface as well.

Although the laboratory analyzers reported CO levels under 6 ppm for all modes during
Engine 2 testing, the PEMS median error was consistently near 50 ppm. Steady-state CO data
for Engine 2 is found in Appendix F. This high bias was similar to the data observed for Engine
1, and was consistent for all CO measurements during this program.

The deltas measured for the PEMS 4-inch EFMs versus the laboratory reference exhaust
flow rate are shown in Figure 45. Although the 4-inch flow meters passed the 1065 linearity
criteria on the SwRI flow stand, the EFMs showed a positive error at high flow rates during
engine testing. This error was on the order of a 5 percent positive bias. A discussion of the 4-
inch EFM error results and linearization issues is included in the flow meter audit section of the
report. Although not part of the measurement allowance, NOx mass flow rate deltas for Engine 2
are also included in Appendix F. With accurate NOy concentrations measurements, the NOy
mass flow rate error resembled the exhaust flow rate errors and had a positive bias at high NOy
mass flow rates.
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4.4.3 Engine 3 International VT365 Steady-State

Similar to Engine 1 and 2, 10 NTE points were selected by the Steering Committee from
the original 40 points tested for the torque and BSFC maps. The selected 10 points are shown in
Figure 34. As with Engine 2, PEMS 1, 4, and 6 were used for Engine 3 testing. A Horiba OBS-
2200 On Board Emission Measurement System was also tested during Engine 3 operation.

Engine 3 steady-state repeat testing went smoothly, with no equipment failures from the
PEMS or laboratory. However, PEMS 6 consistently showed a negative NOy bias at high
concentration levels. This surfaced initially during the 40-point map testing, and was confirmed
during repeat steady-state tests. Shown in Figure 46 is the PEMS 6 steady-state pooled NOy data
versus the mean laboratory reference concentrations. PEMS 1 also showed a slight negative NOy
bias at high concentrations, but not as severe as PEMS 6. Post-test span checks for all PEMS,
conducted using the instrument span port, indicated no problems despite the low bias. Several
diagnostic tests were performed immediately after steady-state testing with PEMS 6 to determine
the cause of the bias. NO and NO; linearity verification results did not indicate any instrument
problems. As a check, dry span gas was then overflowed to the sample line of PEMS 6. At 100
% of span value, NO read nearly 7 % below the bottle value and NO, read over 4 % low. At 70
% of span value, NO read approximately 2 % low while NO; read slightly over 1 % low. At 30
% of span value, both NO and NO, measurements were accurate. This confirmed the low bias
problem, but only when the gas is being introduced through the sample line.
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FIGURE 46. PEMS NOx CONCENTRATION VERSUS MEAN LABORATORY
REFERENCE FOR ENGINE 3 STEADY-STATE TESTING

In early December 2006, an NO; penetration check was performed with PEMS 6. As
shown in Table 41, PEMS 6 passed a NO, chiller penetration check. This was unexpected,
considering the low biases observed before the long weekend. Therefore, the overflow checks
with dry NO and NO; span gas were repeated. Low biases were not observed during the
repeated checks, indicating that something had changed while the PEMS were sampling ambient
air over the weekend. A possible explanation for the performance difference is the drying of
accumulated water in the sample handling system. It is not known at this time why some of the
PEMS showed a low bias while others did not during Engine 3 steady-state testing; however,
none of the analyzers failed any of the 1065 performance checks during this time. There was
considerable Steering Committee discussion regarding the Engine 3 steady-state data set. The
Steering Committee elected to accept the biased steady-state data because a specific cause for the
low NOy bias was not evident, and because the PEMS continued to pass all pertinent 1065 audit
verifications.

Another concern with the International steady-state data was high NOy concentration
variability at high concentration levels. NTE points 35, 37, and 40 were all near peak torque
speed and produced high NOy concentrations. Although the speed and torque for these modes
was consistent, the NOy concentrations showed unexpectedly high variability, which was evident
in both the lab reference data and the PEMS data. Figure 47 shows the laboratory dilute-to-raw
concentrations for NTE point 35 during steady-state repeat testing. The laboratory reference
NOy concentration median absolute deviation (MAD) value calculated for point 35 was over 40
ppm. An example MAD calculation is shown below for reference. As discussed for the
Caterpillar steady-state data, the high NOy variability did not adversely affect the Engine 3
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steady-state error surface data because of the individual pairing with the laboratory reference.
However, the high steady-state variability does affect the transient error surfaces during the
steady-state variance correction. The solution to this problem is discussed in detail in the
transient engine testing section of the report.

800

Laboratory Reference NOx Concentration [ppm]

400

MAD = median{x, — median(x)}

750 A

700 A

650 -

600

550 -

500 -

450 -

5 10 15 20
Steady-State Repeat Number

FIGURE 47. INTERNATIONAL VT365 POINT 35 NOx CONCENTRATIONS DURING

STEADY-STATE REPEAT TESTING

Another issue with the Engine 3 steady-state data was several instances of outlying data.

As seen in Figure 48, NTE point 30 had 5 repeats that were significantly higher than the other 15
events. This shift was observed on all of the measurement instruments, including the laboratory
dilute and raw and all of the PEMS. As a result, this instances were determined to be the result
of engine variability, rather than measurement errors. Per the Steering Committee’s decision, the
outlying data points were removed from steady-state data set. For NOy concentration, events
were removed from NTE points 25, 30, and 37. Outlying events were also removed from the
CO, CO,, and NOy mass flow rate data sets.
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FIGURE 48. INTERNATIONAL VT365 POINT 30 NOx CONCENTRATIONS DURING
STEADY-STATE REPEAT TESTING

After removal of the outlying data, the PEMS and laboratory raw data was compared to
the laboratory reference dilute-to-raw measurements. The pooled delta data was plotted versus
the mean reference values. The results for the gaseous emission concentration errors are shown
in Appendix F. As discussed previously, PEMS 1 and 6 showed a low bias for NOy
concentration at high levels. Similar to Engine 1 and 2, the median CO errors were near 50 ppm,
with the 95" percentile values reaching 90 ppm for Engine 3. Although the PEMS showed
occasional NMHC responses on Engine 3, the large body of data indicated essentially zero
PEMS response to the tailpipe exhaust, similar to what was observed for Engine 1. This data
ultimately reinforced the Steering Committee decision to use only Engine 2 data for NMHC error
surface generation.

The deltas measured for the PEMS 3-inch EFMs versus the laboratory reference exhaust
flow rate are shown in Figure 26. Although the 3-inch flow meters passed the 1065 linearity
criteria on the SwRI flow stand, the EFMs showed a positive error at high flow rates during
engine testing. Generally this error was on the order of 10 percent of point. A discussion of the
3-inch EFM error results and linearity is given in the flow meter audit section of the report. As
shown in Figure 50, the Horiba OBS-2200 exhaust flow rate measurements showed good
agreement with the laboratory reference.
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Although not part of the measurement allowance, NO, mass flow rate deltas are also
included in Appendix F. The NO4 mass flow rate errors were biased high in the mid-to-lower
range due to the positive exhaust flow rate error. However, the negative NOy concentration bias
at high levels helped offset the NOx mass flow rate error at the higher levels in some cases.

Figure 51 shows the pooled Horiba OBS-2200 NOy concentration deltas measured during
Engine 3 steady-state testing. Median delta values were near 10 % of point. In addition to the
median bias, NO, variability was also large, with the difference between the 95" and 5™
percentile concentrations near 20% of point. The Engine 3 pooled steady-state deltas for all
gaseous emissions are shown in Appendix F. As shown in Figure 52, THC measurement with
the Horiba OBS-2200 showed good correlation to the SwRI raw THC concentrations, even at
levels between 0.5 and 2.5 ppmC. The OBS-2200 CO, concentration measurements were
generally higher than the laboratory reference values, with median deltas ranging from 3 to 5 %
of point. With the laboratory reference CO concentrations ranging from 6 to 18 ppm, CO deltas
were near -100 ppm for the 5 percentile deltas, -60 ppm for the 50" percentile, and 110 ppm for
the 95" percentile error.
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FIGURE 51. POOLED NOx DELTAS FOR THE HORIBA OBS-2200 DURING ENGINE
3 STEADY-STATE TESTING
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4.4.4 Steady-State Concentration Error Surface Generation

The steady-state gaseous emission concentration error surfaces were generating using the
pooled PEMS EFM deltas versus the laboratory reference. The 5 50" and 95" percentile
values of the pooled error terms were plotted against the mean laboratory reference
concentrations. Delta values were normally sampled from the steady-state gaseous concentration
error surfaces for each NTE event. Because the error surfaces were level dependent, linear
interpolation between points was used to determine the appropriate delta. Individual steady-state
error surfaces for each engine are contained in Appendix F.

The final steady-state concentration error surfaces were generated by pooling the Engine
1, 2, and 3 error surfaces. The combined error surface is shown in Figure 53. Because the NOy
concentration error profiles for the three engines were notably different, the combined final error
surface was extremely irregular, displaying sharp transitions in areas where concentration values
for the three engines overlapped. The original intent of testing three engines was to generate a
broad, uniform, well-distributed final error surface. The underlying assumption with this method
was that the three engines would produce similar errors, and the combined error surface would
therefore be relatively uniform.

SwRI Report 03.12024.06 Page 104 of 371



—&— 95th percentile —&— 50th percentile (median) —#— 5th percentile

40

PEMS NOx Concentration Delta [ppm]

-100
Lab Reference Mean NOx Concentration [ppm]

FIGURE 53. COMBINED ERROR SURFACE FOR STEADY-STATE NOx
CONCENTRATION

The combined error surface shown in Figure 53 was presented to the Steering Committee
during the December 2006 meeting in San Antonio. After a lengthy discussion, the Committee
elected to reprocess the final error surfaces. Because the steady-state concentration error
surfaces were sampled normally, the 5™ and 95" percentile deltas were to represent the largest, or
worst case, delta values. Following that argument, if all engines would have generated deltas at
all x-axis concentration levels, the 5™ percentile value would have been generated by the engine
having the lowest bias and the 95™ percentile would have been generated by the engine reporting
the highest bias.

The steering committee elected to reprocess the final error surfaces by linearly
interpolating between each engine’s error surface data points to populate x-axis values generated
by the other engines. For example, the Engine 1 deltas were used to linearly interpolate Engine 1
deltas that would have occurred at the other x-axis concentrations. This method was applied to
the 5" 50™, and 95" percentile values for each engine. For concentration values beyond the
range of data actually taken for a given engine, the method for generating delta values depended
on the trends observed in the measured data. If no definite trend was observed in the data for a
given engine, the nearest x-axis error value was repeated to generate the extrapolated data (i.e.,
the first or last data point of the data set). If a trend was evident, a regression line was fit through
the engine’s delta data. The regression line was then used to generate deltas for points requiring
extrapolation.

Using the method described above, a 5", 50", and 95" percentile was generated for all
three engines at each of the 30 x-axis mean laboratory reference points. Once this was done, the
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final pooled error surfaces were generated. At each of the 30 x-axis points, the 5 percentile of
the pooled error surface was generated by selectin% the lowest 5™ percentile value from the three
en%ines at that point. In a similar manner, the 95" percentile was selected by taking the highest
95™ percentile value from the three engines, and the 50™ percentile was taken as the middle 50"
percentile value from the three engines. The final steady-state NOy concentration error surface
used in the Model is shown in Figure 54 as an example of this process. Concentration error
surfaces for each engine as well as the final combined error surfaces are shown in Appendix F
for all pollutants. This process was not needed for NMHC data, because only Engine 2 data was
used to generate the NMHC error surface as discussed earlier.
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FIGURE 54. FINAL ERROR SURFACE FOR STEADY-STATE NOX
CONCENTRATION

The steady-state exhaust flow rate error surfaces were generating using the pooled PEMS
EFM deltas versus the laboratory reference. The 5™ 50" and 95" percentile values of the
pooled error terms were plotted against the mean laboratory reference exhaust flow rates. The
data was normalized using the maximum EFM flow rate as specified in the user manual. The
maximum flow rates for the 3-inch, 4-inch, and 5-inch EFMs were 600, 1100, and 1700 scfm,
respectively. The reference NTE events used in the Model supply exhaust flow rate in scfm as
well as the EFM size. Using this information, the reference NTE exhaust flow rate measurement
was normalized similar to the laboratory generated error surface. Using the normalized flow
rate, a delta value was normally sampled from the steady-state exhaust flow error surface for
each NTE event. Because the error surface was level dependent, linear interpolation was used to
determine the appropriate flow rate delta. Individual steady-state error surfaces for each engine
are collected in Appendix F.
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The combined steady-state exhaust flow rate error surface was generated by pooling the
Engine 1, 2, and 3 error surfaces. The combined error surface is shown in Figure 55. Similar to
the steady-state concentration combined error surfaces, the exhaust flow rate error surface was
not uniform due to error differences for each engine and EFM size.
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FIGURE 55. COMBINED ERROR SURFACE FOR STEADY-STATE EXHAUST FLOW

RATE

The final steady-state exhaust flow rate error surface was reprocessed as described in the
steady-state concentration error surface generation section. The final steady-state exhaust flow
rate error surface used by the Model is shown in Figure 56.
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FIGURE 56. FINAL ERROR SURFACE FOR STEADY-STATE EXHAUST FLOW
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45  Transient Engine Testing and Error Surfaces

The transient engine testing was performed to evaluate the errors involved in using the
SEMTECH-DS PEMS units to measure 30-second transient NTE events. It should be noted that
the intent of the transient experiments was to capture errors present over and above those already
observed during the steady-state experiments (i.e., errors resulting from the transient nature of
the events being measured). Transient error surfaces were generated for gaseous emission
concentrations, exhaust flow rate, and various ECM-related data, including ECM broadcast
speed and fuel rate, and ECM interpolated torque and BSFC. In addition, the transient test data
was used to generate an error surface based on time alignment errors of several key PEMS
parameters.

During the development of the Test Plan, there was concern over the lack of information
available regarding the accuracy and precision of the laboratory reference methods over 30-
second test events. Therefore, the Steering Committee elected not to compare the laboratory and
PEMS data during transient testing. Instead, the transient error surfaces account only for
precision errors of the PEMS with respect to their own median measurements. There is no bias
error term captured in the transient error surfaces. However, all laboratory instruments were
used during transient testing for comparative purposes and to evaluate the repeatability of the lab
over 32 second events. A secondary goal of the program was to assess the repeatability of the
1065-based reference laboratory methods over 30-second events of this nature.

Transient engine testing consisted of repeating 20-minute cycles containing 30 unique
32-second NTE events. An Excel spreadsheet, provided by EPA and approved by the Steering
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Committee, was used to generate 30 unique NTE events for each engine, based on the engines’
lug curves. In addition, 31 unique transition events were generated, allowing for varying
amounts of time between NTE events during the cycle. Descriptions of the NTE and transition
events were taken directly from the Test Plan and are given in Table 48 and Table 49,
respectively. The NTE event order, as well as the transition order, was randomized to generate
20 different 20-minute cycles, each containing all 30 NTE events. As stated in the Test Plan,
only 4 to 5 cycles were run each day, so that transient testing occurred over a span of 4 to 5 days.

TABLE 48. NTE EVENT DESCRIPTIONS FROM THE TEST PLAN

Table 3.3.3-a: Dynamic Response NTE Events

NTE 'Speed % “Torque % Description

Event Range Range

NTE; 17% 32% Steady speed and torque; lower left of NTE

NTE, 59% 32% Steady speed and torque; lower center of NTE

NTE; Governor line 32% Steady speed and torque; lower right of NTE

NTE, 17% 66% Steady speed and torque; middle left of NTE

NTEs 59% 66% Steady speed and torque; middle center of NTE

NTEg Governor line 66% Steady speed and torque; middle right of NTE

NTE, 17% 100% Steady speed and torque; upper left of NTE

NTEg 59% 100% Steady speed and torque; upper center of NTE

NTEg 100% 100% Steady speed and torque; upper right of NTE

NTE;q Lower third %32% - 100% Highly transient torque; moderate transient speed

NTE;; Upper third %32% - 100% Highly transient torque; moderate transient speed

NTE;, Middle third %32% - 100% Highly transient torque; moderate transient speed

NTE3 17% - governed Lower third Highly transient speed; moderate transient torque

NTEy4 17% - governed Upper third Highly transient speed; moderate transient torque

NTE;s 17% - governed Middle third Highly transient speed; moderate transient torque

NTE;s | Lower right diagonal Transient; speed increases as torque increases

NTE;; | Upper left diagonal Transient; speed increases as torque increases

NTE;s | Full diagonal; lower left to upper right Transient; speed increases as torque increases

NTE;y | Lower left diagonal Transient; speed decreases as torque increases

NTE, | Upper right diagonal Transient; speed decreases as torque increases

NTE,; | Full diagonal; lower right to upper left Transient; speed decreases as torque increases

NTE,, | Third Ii_ght—heavy—duty NTE event from Sample from LHDE

International, Inc. data set

NTE,; | Cruise; ~50 mph Sample from HDDE

NTE,; | Cruise; ~75 mph Sample from HDDE

NTE,s | Small bulldozer Sample from NRDE

NTE, | Large bulldozer Sample from NRDE

NTE,; | Second of three NTE events in FTP Seconds used from FTP: 714-725, 729-743, 751-755

NTE, | Third Iight—heavy-duty NTE event from Sample from LHDE

International, Inc. data set

NTE,s | First of two NTE events in NRTC Seconds used from NRTC: 423-430, 444, 448-450, 462-
481, increased 464 speed from 40% to 42%

NTE3, | First of two NTE events in NRTC Seconds used from NRTC: 627-629, 657-664, 685-696,
714-722

! Speed (rpm) = Curb Idle + (Speed % * (MTS - Curb ldle)

2 Torque (Ibf-ft) = Torque % * Maximum Torque At Speed (i.e. lug curve torque at speed)

® Torque (Ibf-ft) = Maximum of (32 % * peak torque) and the torque at speed that produces (32 % * peak

power)
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TABLE 49. NTE TRANSITION DESCRIPTIONS FROM THE TEST PLAN

Table 3.3.3-b: Dynamic Response Inter-NTE Events

INT Event’ | Duration (s) | Frequency Description
INT, 10 1 Initiation of cycle; INT, is always first
INT,.4 2 5 Shortest and most frequent inter-NTE events
INT7.10 3 4 Short and frequent inter-NTE events
INT1.14 4 4 Short and frequent inter-NTE events

INT 5.8 5 4 Short and frequent inter-NTE events

INT .01 6 3 Short and frequent inter-NTE events

INT,, 7 1 Medium inter-NTE event

INT,; 8 1 Medium inter-NTE event

INT,, 9 1 Medium inter-NTE event

INT,5 11 1 Medium inter-NTE event

INT, 13 1 Long inter-NTE event

INT,; 17 1 Long inter-NTE event

INT,g 22 1 Long inter-NTE event

INT, 27 1 Long inter-NTE event

INT3 35 1 Longest inter-NTE event

INT3; 5 1 Termination of cycle; INT;« is always last

Interval speeds and torques are not identical, but they are clustered around zero torque and the speed at which 15%
of peak power and 15% of peak torque are output.

These tests were all run as hot-start transient tests. The engine and aftertreatment were
preconditioned before each test as recommended in 1065.520. The laboratory analyzers were
zeroed and spanned prior to each test, although again, they were run for reference only. The
PEMS were spanned only at the start of the day, and zeroed prior to each test. The total elapsed
time for each test was near one hour, which is the recommended auto-zero frequency for the
PEMS. The transient data was post-processed to extract the data associated with the 30
individual events so they could be compared across all 20 repeats.

4.5.1 Engine 1 Detroit Diesel Series 60 Transient

The transient engine testing followed the repeated Engine 1 steady-state testing with the
upgraded PEMS. The initial transient task was to generate the transient cycles and tune the
engine and dynamometer controls. Some of the NTE events contained highly transient speed
and load changes that challenged the laboratory dynamometer as well as the test engine. Next,
the lug curve from the Engine 1 was programmed into the PEMS. The PEMS used the J1939
Percent Load ECM-broadcast channel with the Engine 1 lug curve to estimate real time torque.
A number of prep cycles were then run to insure the laboratory and PEMS were distinguishing
the same 30 NTE events per cycle. Upon initial runs, the laboratory and PEMS missed several
NTE events. Causes for the missed NTE events included engine speeds running near the
governor that caused a drop in torque as well as highly transient speed and load profiles causing
torque or power to drop below the 30% NTE minimum values. In addition, the PEMS estimated
torque was often below the laboratory torque causing the torque or power to drop below the NTE
threshold levels. A number of slight speed and torque adjustments were made to the NTE cycles
before the laboratory and PEMS would consistently record 30 events per cycle.
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Continuous engine speed data from the first 5 transient cycle repeats is shown in Figure
57, while torque traces are shown in Figure 58. In order to view the repeated data, the NTE
events were reordered and the transition events were removed from the data set. As seen from
the continuous data, many events contained highly dynamic speed and load combinations.
However, the laboratory was able to achieve very good repeatability in speed and torque for the
various events from cycle to cycle, even though the actual running order of events varied
considerably from one cycle to the next.
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FIGURE 57. ENGINE 1 EXAMPLE SPEED TRACES DURING TRANSIENT TESTING
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FIGURE 58. ENGINE 1 EXAMPLE TORQUE TRACES DURING TRANSIENT
TESTING

At the completion of transient testing, the gaseous concentration, exhaust flow rates, and
NO, mass rates were averaged over each NTE event for all 20 repeats, and then pooled. The 5",
50" and 95" percentile values of the averaged data were plotted versus the mean laboratory
dilute-to-raw measurements for each NTE event for reference purposes only, and to aid in data
review. This data processing structure was similar to the steady-state data analysis. In reviewing
the Engine 1 data, there was unexpectedly large variance for the several of the NTE events.
After further investigation, a number of outlying measurements were found in the data set. The
outlying points were found in both the laboratory raw and dilute measurements, as well as the
PEMS data. These outlying measurements were traced to changes in engine operation during the
NTE events. Shown in Figure 59, NTE Event 4 of transient cycle Repeat 2 shows a drastic drop
in NOy concentration, while the NOy concentration of the other repeats was relatively constant.
NTE Event 7 of Repeat 4 also shows a drop in NOx concentration. These engine operation shifts
may have been caused by different NTE modes orders or different transition events. The
underlying data processing method for the transient surfaces assumes that engine behavior will
be constant from run to run, and that any variance observed in the PEMS data is due to
measurement errors. Changes in engine behavior would therefore add additional, and potentially
overwhelming, variance error to the data.
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FIGURE 59. ENGINE 1 NOx CONCENTRATION TRACES DURING TRANSIENT
TESTING SHOWING OUTLYING EVENTS

In order to prevent such outliers from artificially inflating the observed transient variance,
the Steering Committee decided to have SwRI remove the outlying data points at the May 2006
meeting in Ann Arbor. The removal of the outlying data was first done manually using scatter
plots and eliminating obvious outlying NTE points. A more rigorous outlier test was also
applied to the data set by SwRI statisticians. Outlier tests based on ASTM E 178 procedures
were used to identify outlying NTE data. All tests were made at the 5% level of significance.
The results from the statistical outlier tests and the scatter plot test gave similar results. Of the
600 NTE events generating during transient testing, 34 were deemed outliers and removed from
the data set.

A secondary task performed by SwRI was to evaluate the repeatability of the laboratory
and engine over 32-second NTE events. The laboratory brake-specific NOx emission results for
each NTE event were calculated and pooled. Figure 60 shows the 5", 50", and 95" percentile
lab dilute BS NOy results plotted against the mean BS NOy for the 30 NTE events repeated 20
times. This figure was generated with the outlying NTE points removed from the Engine 1 data
set. As shown in Figure 61, the median absolute deviation (MAD) was calculated for each of the
30 NTE events. Although some variation was observed, the MAD was generally in the range of
0.04 g/ (hp-hr), which is roughly 2 percent of the NTE threshold value of 2.0 g/(hp-hr) However,
some NTE events showed variance over 0.08 g/(hp-hr).
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Although the laboratory data was not used to generate the transient error surfaces, plots
were generated to compare the PEMS performance with the laboratory measurements. As seen
in Figure 62 and Figure 63, the PEMS median values during transient testing nearly matched the
laboratory mean values for both NOy concentration and exhaust flow rate, respectively.
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FIGURE 62. ENGINE 1 POOLED PEMS NTE NOx CONCENTRATION DATA VERSUS
THE LABORATORY MEAN
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FIGURE 63. ENGINE 1 POOLED PEMS NTE EXHAUST FLOW RATE DATA VERSUS
THE LABORATORY MEAN

4.5.2 Engine 2 Caterpillar C9 Transient

Engine 2 transient testing was conducted at the completion of the initial steady-state
testing. A process similar to Engine 1 transient testing was followed to perform the Engine 2
repeat NTE testing. The transient data generated with the Caterpillar C9 had no outlying data
due to engine operation, and the full data set was therefore used without alteration to generate the
Engine 2 transient error surfaces.

Similar to Engine 1, the repeatability of the laboratory and engine was evaluated by
comparing the brake-specific NOy emission results over the 20 NTE cycle repeats. Figure 61
shows the pooled BS NOy emission results for each of the 30 NTE events, while Figure 64 shows
the BS NOy MAD value for the 30 events. The MAD was generally around 0.04 g/(hp-hr),
similar to Engine 1.
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Although the laboratory data was not used to generate the transient error surfaces, plots
were generated to compare the PEMS performance with the laboratory measurements. As seen
in Figure 66, the PEMS median NOy concentrations during transient testing were bias slightly
low. As shown in Figure 67, the positive exhaust flow rate bias observed during Engine 2
steady-state testing was also evident during transient testing.
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FIGURE 66. ENGINE 2 POOLED PEMS NTE NOx CONCENTRATION DATA VERSUS
THE LABORATORY MEAN
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45.3 Engine 3 International VT365 Transient

Engine 3 transient testing was conducted at the completion of the steady-state testing. A
process similar to Engine 1 and 2 transient testing was followed to perform the Engine 3 repeat
NTE testing. The transient data generated with the International VT365 had no outlying data and
was used without alteration to generate the Engine 3 transient error surfaces. Engine 3 transient
data showed higher variance than Engines 1 and 2. This was expected due to the higher variance
observed during steady-state repeat testing. For the Engine 3 data, both laboratory and PEMS
indicated a wider distribution of measurements with no obvious outlying points.

Similar to Engine 1 and 2, the repeatability of the laboratory and engine was evaluated by
comparing the brake-specific NOy emission results over the 20 NTE cycle repeats. Figure 68
shows the pooled BS NOy emission results for each of the 30 NTE events, while Figure 69 shows
the BS NOx MAD values for the 30 events. The Engine 3 MAD was at about 0.06 g/(hp-hr),
with some events over 0.1 g/(hp-hr). The higher variability of Engine 3 can be attributed to real
engine-out variations in NOy concentration. These values are roughly 3 to 5 percent of the 2.0
g/(hp-hr) threshold.
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Although not used for transient error surface generation, the PEMS concentration and
exhaust flow rate data was plotted versus the laboratory mean values for comparative purposes.
Figure 70 shows the pooled PEMS NOy concentration data for each of the 30 repeated NTE
events. Interestingly, the low NOy concentration bias observed during Engine 3 steady-state
testing did not manifest in the transient data set, with all median PEMS NO values near the
mean laboratory concentrations. As shown in Figure 71, the positive exhaust flow bias was
apparent in both the steady-state and transient testing.
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FIGURE 70. ENGINE 3 POOLED PEMS NTE NOx CONCENTRATION DATA VERSUS
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45.4 Transient Concentration Error Surface Generation

A number of steps were taken to generate transient error surfaces from the raw NTE data.
The concentrations used to generate the error surfaces were calculated as flow-weighted averages
over each NTE event. In other words, the continuous concentration data was multiplied by the
corresponding exhaust flow rate. The NTE event averaged concentration times exhaust flow rate
values were then divided by the NTE event averaged exhaust flow rate. The calculation of flow-
weighted concentrations was performed to capture transient variances that were pertinent to
emission calculations. For example, gaseous concentrations were multiplied by the exhaust flow
rate when calculating emission results, therefore, flow-weighting the concentration results
captured a more representative variance measurement.

As stated previously, the data generated by the laboratory during transient testing was not
used to generate the transient error surfaces. The averaged, flow-weighted PEMS concentrations
were pooled. The 5" 50" and 95" percentile values, as well as the MAD values, were
calculated for each of the 30 NTE events. To calculate the precision of the NTE testing, the 5"
and 95™ percentile flow-weighted PEMS concentration values were subtracted from the 50"
percentile values. These delta values were then used to populate the transient error surface, with
the 95" percentile minus the 50™ percentile concentration values set to the 95" percentile error
values and the 5" percentile minus the 50" percentile concentrating values set to the 5"
percentile error values. The 50" percentile error value was set to zero for all NTE events.
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Figure 72 shows the PEMS 5" and 95" percentile error values plotted against the PEMS median
flow-weighted NOy concentration for Engine 1.
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FIGURE 72. ENGINE 1 UNCORRECTED TRANSIENT FLOW-WEIGHTED NOx
CONCENTRATION ERRORS

A final task performed on the transient error surfaces was to correct the variance
measured during transient testing for the variance already recorded during steady-state testing.
The variance correction was performed to insure steady-state precision errors were not double-
counted in the Model. The transient error surfaces would represent only the incremental
precision error associated with transient operation. The PEMS concentration MAD values from
both transient and steady-state testing were used to calculate a scaling factor. This scaling factor
was then used to shrink or collapse the transient error surfaces to remove the steady-state
variance. Figure 73 shows the transient and interpolated steady-state MAD values with the
resulting scaling factor. As anticipated, the transient MAD values were generally larger than the
steady-state MAD values.
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FIGURE 73. ENGINE 1 TRANSIENT AND INTERPOLATED STEADY-STATE MAD
VALUES WITH RESULTING SCALING FACTOR

To calculate the scaling factor, the steady-state PEMS MAD data was linearly
interpolated to generate steady-state MAD values at the 30 median PEMS concentration values
measured during NTE testing. In other words, the 10 steady-state PEMS concentration median
and MAD values were used with the 30 transient PEMS concentration median and MAD values
to linearly interpolate steady-state MAD values at the 30 transient median values. Next, the 30
interpolated steady-state MAD values were compared to the 30 transient MAD values. If the
steady-state interpolated MAD value was greater than the transient MAD value, the scaling
factor was set to zero. Otherwise, the scaling factor was calculated using the following equation.

JMAD,. ~MAD_?

trans SS

MAD

Scaling _ Factor =

trans

The final corrected NOy concentration error surface for Engine 1 is shown in Figure 74.
With most scaling factor values greater than zero, the corrected error surface looks similar to the
uncorrected surface shown in Figure 72.
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A scaling factor of zero indicated the steady-state variance was greater than the transient
variance and mathematically collapsed the transient error surface value to zero. Although not
anticipated when designing the experiment, the steady-state variance was sometimes larger than
the transient variance, especially with Engine 3. Shown in Figure 75, the steady-state MAD
values were generally larger than the transient MAD values for Engine 3, resulting in zero level
scaling factors.
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FIGURE 75. ENGINE 3 TRANSIENT AND INTERPOLATED STEADY-STATE MAD
VALUES WITH RESULTING SCALING FACTOR

Figure 76 shows the final corrected NOy concentration transient error surface for Engine
3. Due to the steady-state variance correction and zero level scaling factors, approximately two
thirds of the error surface points were zero values. This was problematic, especially when the
Engine 3 data was combined with data from the other two engines.
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Similar to the steady-state error surfaces, the final transient error surfaces were generated
by pooling the Engine 1, 2, and 3 final error surface data. Also similar to the final steady-state
error surfaces, the combined transient error surfaces were highly irregular. The unevenness of
the transient error surfaces was due to the variability of the transient delta data, the steady-state
variance correction, and error differences between the three engines. Shown in Figure 77, the
final NOy concentration error surface for transient testing was jagged and unpredictable.
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FIGURE 77. FINAL ERROR SURFACE FOR TRANSIENT FLOW-WEIGHTED NOx
CONCENTRATION

The transient error data was reviewed at the December 2006 Steering Committee meeting
in San Antonio. The Steering Committee suggested removing high variability Engine 3 steady-
state test points from the transient MAD correction to avoid collapsing the transient error
surfaces to zero. Unfortunately, the suggested correction had little impact on the transient error
surfaces, as illustrated in Figure 77. The Steering Committee decided the highly irregular error
surfaces may lead to erratic Model behavior. Additional analysis was performed by Steering
Committee members on the transient error data. The additional analyses confirmed that the data
for Engines 1 and 2 behaved as expected with larger transient MAD values as compared to
steady-state MAD values. Engine 3 generally showed a reversed trend, which was not expected.
It was initially proposed that Engine 3 data be eliminated from the final transient error surfaces.
The Steering Committee arrived at a solution that allowed most of the data from the three
engines to be used in the error surface generation, as originally intended in the Test Plan. The
solution was proposed in late December, and accepted by the Steering Committee on December
18, 2006 via email response

Steady-state and transient MAD data for the three engines was pooled into a single data
set. Selected outlier points were removed from the Engine 3 steady-state data set which showed
extremely large variations, as described earlier. In addition, some of the Engine 1 data points
were removed where the transient concentrations had been above all measured steady-state
concentrations for the engine, thus requiring extrapolation to generate steady-state MAD values.
The remaining data was pooled and root-mean-square (RMS) MAD values were generated for
both steady-state and transient data sets. The MAD values were compared to generate a transient
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effect MAD. The steady-state MAD was subtracted from the transient MAD, and 5" and 95"
percentile values for the error surface were then generated using the following equations:

— MAD?

ss,rms

MAD,,,, = MAD?

te,rms trans,rms

Delta = Concentration, *(—1.65* MADte]rmS)

SthPercentile;

Deltagsypercenie, = CONCENtration, *(+ 1.65*MAD, . )

The 1.65 term in the equations above is the factor from a normal distribution which
covers 90 percent of the distribution around the median. This data analysis method essentially
produces an error surface which is a line, and makes the assumption that the transient errors are
dominated by span errors. This assumption is generally supported by the data.

The error surfaces for CO, NOy, and CO, were all processed in this manner. In the case
of CO, the MADyansms Was actually less than the MADss ms, indicating that steady-state errors
were still larger than transient errors. Therefore, the CO transient error surface was set to zero
for all values. The final error surface values are given in Table 50 below. These values each
describe a pair of lines, with values at any given emission concentration determined via linear
interpolation.

TABLE 50. FINAL GASEOUS TRANSIENT ERROR SURFACE DELTAS

Pollutant / Percentiles’
Concentration 5™ | 50" | 95th
NOy delta, ppm
0 0.00 0.00 0.00
3000 -72.03 0.00 72.03
CO, delta, %
0 0.0000 0.0000 0.0000
20 -0.1904 0.0000 0.1904
! Based on sampling with normal distribution

The transient concentration error surfaces are sampled normally in the Model, once per
NTE event. Concentration errors are linearly interpolated between x-axis points on the error
surface based on the reference NTE event concentrations and the error surface median x-axis
concentration levels. Transient error surface data can be found in Appendix G for all transient
testing.

455 Transient Flow Meter Error Surface Generation

Transient flow meter error surfaces were generated as described in the Transient
Concentration Error Surface Generation section of the report. Weighting was not E)erformed
with the PEMS EFM data. The PEMS exhaust flow data was pooled and the 5", 50", and 95"
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percentile values were calculated for each of the 30 repeated NTE events. Variance errors were
calculated by taking the difference between the 95" and 50™ percentiles and the 5™ and 50"
percentiles of the pooled PEMS exhaust flow rate data. Finally, the steady-state variance was
removed from the transient data set by calculating and applying a scaling factor based on the
interpolated steady-state MAD calculation and the transient MAD values.

The exhaust flow rate error surfaces were normalized as a percent of the maximum EFM
flow rate. Engine 1, 2, and 3 used the 5, 4, and 3-inch diameter EFMs, respectively. As
specified in the Sensors Inc. EFM user manual, the maximum flow rates for the 3-inch, 4-inch,
and 5-inch EFMs were 600, 1100, and 1700 scfm, respectively. Shown in Figure 78 through
Figure 80 are the transient exhaust flow error surfaces for engine 1, 2, and 3, respectively. Zero
values indicated the steady-state variability was larger than the transient variance at that exhaust
flow rate level.
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FIGURE 78. ERROR SURFACE FOR ENGINE 1 TRANSIENT EXHAUST FLOW
RATE
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The combined, final exhaust flow rate error surface is shown in Figure 81. As with the
other final transient error surfaces, the final exhaust flow rate error was jagged. The unevenness
of the transient error surface was due to the variability of the transient delta data, the steady-state
variance correction, and error differences between the three engines.
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FIGURE 81. FINAL ERROR SURFACE FOR TRANSIENT EXHAUST FLOW RATE

The Steering Committee did not elect to re-analyze the transient EFM error surface data,
and therefore this error surface was used in the Model as shown in Figure 81.

45.6 Transient Dynamic Error Surface Generation

The dynamic error surfaces were generated to capture the variance of ECM-broadcast
speed and fuel rate measurements over the repeated 32-second NTE events. In addition, the
variance of the interpolated torque and BSFC from the 40-point maps was evaluated. The
generation of the dynamic error surfaces followed the procedure described in the Transient
Concentration Error Surface Generation section of the report and summarized in the Transient
Flow Meter Error Surface Generation section of the report. The dynamic error surface
generation process, however, did not include a steady-state variance correction. A steady-state
variance correction was not needed because the parameters evaluated for the dynamic error
surfaces did not have error surfaces for steady-state testing. Therefore, there was no concern of
double counting dynamic errors.

ECM-broadcast fuel rate was calculated as an average over the NTE event and received

no weighting. The dynamic fuel rate error surface was normalized using the engine’s maximum
fuel rate, which was taken as the highest fuel rate recorded during the 40-point mapping
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procedure. The Detroit Diesel Series 60 recorded a maximum fuel rate of 98 L/h, the Caterpillar
C9 measured 75 L/h, and the International VT365 delivered a maximum fuel rate of 46 L/h. The
final dynamic fuel rate error surface is shown in Figure 82. The fuel rate variance errors were
generally less than 1.0 % of the engine’s maximum fuel rate.
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FIGURE 82. FINAL ERROR SURFACE FOR DYNAMIC ECM FUEL RATE

PEMS Median Fuel Rate (% of Max)

ECM-broadcast speed was weighted using the interpolated torque from the 40-point
maps. The interpolated torque weighted ECM speed was calculated as an average over each
NTE event. The ECM speed error surface was normalized with n, speed equal to 0.0 % and np,;

speed equal to 100 %. Table 51 shows the nlo and nhi speed definitions for each engine.

TABLE 51. NLO AND NHI SPEED DEFINITIONS FOR ENGINES 1, 2, AND 3

nlo Speed (rpm) | nhi Speed (rpm)
Engine 1 DDC 1014 2129
Engine 2 CAT 1099 2320
Engine 3 INT 1198 2839

The final combined dynamic ECM speed error surface is shown in Figure 83. The ECM-
broadcast speed showed little variation over the 20 repeated transient tests. The majority of the

5" and 95" percentile error terms were less than 0.2 % of normalized speed.
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FIGURE 83. FINAL ERROR SURFACE FOR DYNAMIC ECM SPEED

Interpolated torque from the 40-point map was weighted using ECM-broadcast speed.
The ECM speed-weighted interpolated torque was calculated as an average over each NTE
event. The interpolated torque error surface was normalized as a percent of peak torque. Peak
torque measured during the lug curve tests at SWRI was 2195 N-m for Engine 1, 1464 N-m for
Engine 2, and 681 N-m for Engine 3. The final ECM speed-weighted interpolated torque error
surface in shown in Figure 84. Most variance errors were less than 1.0 % of peak torque for all
engines.
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FIGURE 84. FINAL ERROR SURFACE FOR DYNAMIC INTERPOLATED TORQUE

Interpolated BSFC from the 40-point map was weighted using ECM-broadcast fuel rate.
ECM fuel rate-weighted interpolated BSFC was calculated as an average over each NTE event.
Figure 85 shows the final dynamic interpolated BSFC error surface. Similar to the other
dynamic error surfaces, BSFC variability over the repeated NTE events was low, with most
variance errors less than 1.0 g/(KW-hr).
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FIGURE 85. FINAL ERROR SURFACE FOR DYNAMIC INTERPOLATED BSFC

4.6 Interacting Parameters - Warm-Up Test Error Surface

The warm-up tests were conducted to evaluate ECM-broadcast torque and map errors due
to variations in oil viscosity, fuel temperature, oil temperature, and coolant temperature.
Because independently controlling these parameters was difficult, cold start tests were performed
to cumulatively estimate these ECM errors as the engine passed from cold to stable operating
temperatures. The errors associated with ECM fuel rate and ECM speed translated into torque
and BSFC errors through the 40-point map interpolation process. Warm-up tests were performed
on each of the three engines. The Detroit Diesel Series 60 and International VT365, both EGR
engines, were cooled to ambient temperature, approximately 18 °C, prior to the warm-up test.
The Caterpillar C9 was cooled to 0 °C for the warm-up test.

4.6.1 Interacting Parameters - Warm-Up Test Procedure

The original experimental design given in the Test Plan called for a single warm-up test
on each engine with the speed and load condition specified by the Steering Committee. The
initial choice was a high speed (Speed C), light load condition. However, when the first cycle
was run with the DDC engine, the intake manifold temperature never reached the NTE threshold
value. This data was decidedly unsatisfactory for the measurement allowance.

Following a discussion of the warm-up test results at the May 24, 2006 meeting in Ann

Arbor, the target speed and load was changed by the Steering Committee to Speed C and WOT
to insure the event would enter the NTE zone. Because the engine was at maximum operator
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demand, actual torque varied throughout the warm-up test. The original intent of the warm-up
test was to hold torque constant throughout the cycle, therefore another test was run using Speed
C and a lower torque target (although still a high load point). Ultimately, the Steering
Committee elected to pool the data from both WOT and part-load tests. This decision was made
at the July 27, 2006 meeting in Ann Arbor after reviewing the results from both tests. Similar
tests were run for engines 2 and 3.

According to the finalized procedure, two 30-minute warm-up tests were run with each
engine. One test was run at C-speed and WOT, while the other test was performed at C-speed
and part load. The target torque values during the part load tests were set just low enough to
achieve constant torque control throughout the 30-minute warm-up cycle. The part load tests
were conducted by starting the engine and promptly ramping to the target speed and load, which
was held constant for the remainder of the cycle. The WOT tests were similar to the part load
tests, but the engines were ramped to the target speed and WOT. Using the recorded ECM speed
and fuel rate with the 40-point torque and BSFC maps, the interpolated torque and BSFC were
compared to the laboratory reference values. Although the 40-point BSFC map used fuel
consumption measurements from the laboratory fuel flow meter, BSFC calculated from the
dilute emission measurements was used as the lab reference for the warm-up tests. The
laboratory fuel flow meter system has an inherent time lag that would have resulted in incorrect
reference BSFC measurements during the transient warm-up test. In addition, there was also
concern with the fuel flow measurement accuracy due to the density change of the fuel during
the warm-up process.

In order to achieve cold start temperatures of 0° C, an insulating box was built to enclose
the Caterpillar engine. The partially built enclosure is shown in Figure 86, while the completed
insulating box is shown in Figure 87. The enclosure surrounded both the Caterpillar engine as
well the exhaust after treatment system. A re-circulating alcohol refrigeration system was used
with dry ice to achieve a heat sink with temperature below 0° C.
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FIGURE 86. CATERPILLAR C9 ENGINE PARTIALLY ENCLOSED IN THE
INSULATING BOX PRIOR TO THE WARM-UP TEST

FIGURE 87. CATERPILLAR C9 ENGINE FULLY ENCLOSED IN THE INSULATING
BOX PRIOR TO THE WARM-UP TEST

4.6.2 Interacting Parameters - Warm-Up Data Analysis

The Test Plan did not initially include a method for how the data from the Interacting
Parameters Warm-up test would be used to generate an error surface. There was considerable
Steering Committee discussion of the course of several months regarding the appropriate
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analysis of the data. The methodology was tentatively established following the completion of
Engine 1 testing, and was later adjusted with the completion of Engine 2 testing.

A number of concerns had to be balanced in the treatment of the warm-up data. On the
one hand, it was necessary to attempt to use the warm-up data to capture a wide range of possible
variations in engine fluid temperatures and viscosities. This was complicated by the fact that the
test was designed to explore cold temperatures and therefore only elevated viscosity levels. On
the other hand, there was a desire not to include any data that was not representative of operation
in the NTE zone.

An additional complicating factor was due to the interpolation of torque and BSFC from
the 40-point maps using ECM-broadcast speed and fuel rate. Because the warm-up cycle target
speed and load set points did not match a mode from the 40-point maps, a certain amount of
interpolation bias error was included in the data. This error was accounted for elsewhere in the
Model; therefore it was necessary to remove the bias due to the interpolation process prior to
generating error surfaces.

The data analysis method finally approved by the Steering Committee is described below.
Torque is used in the example, but the same methodology is also applied to BSFC. First, the
continuous data for the warm-up test was assembled, including the interpolated torque which was
generated via post processing. To remove the interpolation bias, data near the end of the warm-
up test, where all of the engine parameters had stabilized, was examined to generate an average
stabilized value for both the reference torque (from the laboratory torque-meter) and the
interpolated torque (based on ECM-broadcast speed and fuel rate). These two values were
compared in order to evaluate the interpolation bias error. This offset was then applied to the
continuous interpolated torque data set, shifting the data set to equalize the stabilized interpolated
torque values with the reference torque-meter values. An example of this bias correction is
illustrated in Figure 88.
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FIGURE 88 EXAMPLE OF WARM-UP TEST BIAS CORRECTION, DDC ENGINE
PART LOAD TEST

Once the interpolation bias correction was complete, the temperature data was examined
to determine when the NTE zone was entered. These entry points were based on the NTE zone
criteria given in CFR 40 Part 86.1370-2007. The primary trigger common to all three engines
was the aftertreatment outlet temperature, which must be 250 °C or higher. For Engines 1 and 3,
which were EGR equipped, additional trigger points are defined for engine coolant temperature
(ECT) and intake manifold temperature (IMT), as given in CFR 40 Part 86.1370-2007. An
example of the determination of NTE zone entry for Engine 1 is shown in Figure 89.
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FIGURE 89 EXAMPLE OF DETERMINATION OF NTE ZONE ENTRY FOR
WARMUP TEST, DDC ENGINE PART LOAD POINT

The continuous data was then examined to determine the maximum difference between
the bias-corrected interpolated torque and the reference torque after entry into the NTE zone. If
the difference resulted in a positive delta (interpolated minus reference), the value was set to the
95" percentile delta torque error value. The negative of the same value was set to the 5"
percentile error value for that test. If the delta from the data was negative, the value became the
5™ percentile for the test, while it’s positive, or mirror-mage, became the 95" percentile delta.
The 50™ percentile error values for all warm-up tests were set to zero. Torque was processed as
percent of maximum torque, while BSFC was calculated directly in engineering units.

Temperature, torque, and BSFC data is shown for each warm-up test in Appendix H.
These plots show temperature profiles related to the NTE zone, bias corrected interpolated torque
with laboratory reference torque, as well as bias corrected interpolated BSFC with laboratory
reference BSFC.

4.6.3 Interacting Parameters — Warm-Up Error Surface Generation

Using the process outlined above, torque and BSFC errors were calculated for each
warm-up test. Table 52 shows the torque deltas, while Table 53 summarizes the BSFC errors.
Torque errors for the Detroit Diesel Series 60 and International VT 365 engines were similar.
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The Caterpillar C9 engine, with a cold-start temperature near 0 °C, had significantly larger
torque deltas. BSFC errors were similar among all engines with the exception of the Caterpillar
C9 part load test. The Engine 2 BSFC error was over three times as large as the deltas from the
Engine 1 and 3 part load tests.

TABLE 52. WARM-UP TEST TORQUE ERRORS SUMMARY

Operating Point | 5th % Torque Error | 50th % Torque Error | 95th % Torque Error
Engine C-Speed [% Peak Torque] [% Peak Torque] [% Peak Torque]

WOT -3.4 0.0 3.4
DDC HHD 78% Peak Torque -1.2 0.0 1.2
WOT -14.2 0.0 14.2
CAT MHD 65% Peak Torque -11.3 0.0 11.3
WOT -3.5 0.0 3.5
INT LHD 73% Peak Torque -1.7 0.0 1.7
MEAN -5.9 0.0 5.9

TABLE 53. WARM-UP TEST BSFC ERRORS SUMMARY

Operating Point | 5th % BSFC Error | 50th % BSFC Error | 95th % BSFC Error
Engine C-Speed [g/kW-hr] [g/kW-hr] [g/kW-hr]

WOT -4 0 4
DDC HHD 78% Peak Torque -7 0 7
WOT -5 0 5
CAT MHD 65% Peak Torque -24 0 24
WOT -6 0 6
INT LHD 73% Peak Torque -7 0 7
MEAN -9 0 9

As decided by the Steering Committee, the mean values of the pooled torque and BSFC
deltas were used to create the final interacting parameters error surfaces. Figure 90 shows the
final warm-up torque error surface, while the BSFC error surface is shown in Figure 91. The
interacting parameters error surfaces are sampled normally and have a single x-axis point. The
warm-up deltas will be applied to each torque and BSFC value from the reference NTE events,
independent of level.
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4.7  Torque and BSFC Interacting Parameters - Design of Experiment

The objective of the interacting parameters DOE experiment was to evaluate torque and
BSFC map errors due to a number of variable engine parameters. The list of parameters
included intake restriction, exhaust restriction, barometric pressure, and charge air cooler outlet
temperature. Because the 40-point maps were generated using nominal set points for the
parameters listed above, torque and BSFC values from the ECM interpolation would be
inaccurate due to engine parameter variations. The purpose of the interacting parameters DOE
was to compare the laboratory reference torque and BSFC with the interpolated values under a
broad range of engine operation. Ranges of adjustment for each parameter were defined
according to Table 54, which was copied from the Test Plan.

TABLE 54. INTERACTING PARAMETERS - DOE ADJUSTMENT GUIDANCE

Parameter Minimum Maximum

Intake air restriction Minimum capable* Max. allowed by
manufacturer*

Exhaust gas restriction Minimum capable* Max. allowed by
manufacturer*

Barometric pressure 82.7 kPa 105 kPa

Charge air cooler out Minimum per manufacturer Maximum per manufacturer

temperature specifications and ambient specifications and ambient

conditions** conditions**

“Consider removing after treatment to extend range of restrictions
Assume that a 1 deg. change in ambient temperature corresponds to a 1 deg. change in charge
air cooler out temperature

Although the program was run in a test cell capable of simulated high altitudes, the cell
could not simulate altitudes lower than approximately 689 feet. Therefore, the maximum
achievable barometric pressure was near 99 kPa, the typical atmospheric pressure for San
Antonio.

There was considerable Steering Committee discussion about exhaust backpressure set
points, because DPFs will be used on all 2007 engines. A final decision was reached on the
March 27, 2006 conference call. The Steering Committee agreed that the backpressure set points
should represent the minimum backpressure with a clean DPF installed, and the maximum
backpressure with a dirty DPF. That maximum was defined as the highest level of backpressure
the engine control system would allow before triggering an active regeneration based on DPF
differential pressure. SwRI was directed to obtain these values from the engine manufacturers
for each test engine.

The interacting parameter DOE test was performed on Engine 1 and Engine 3 only. For
each engine, SWRI worked with the engine manufacturers and the Steering Committee to define
appropriate adjustment ranges according to the guidance given in Table 54. A Design of
Experiment (DOE) test matrix (half factorial with resolution 1V, 4 factors and 1 center point) was
used, resulting in nine test points. In addition, a tenth point was added by SwRI representing the
standard laboratory conditions used for steady-state and transient testing. In some cases, the
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standard conditions were not at the center point of the adjustment range. The additional tenth
point was not originally intended as part of the error surface generation, but was to be used for
diagnostic and information purposes. The generic DOE test matrix is given in Table 55, while
specific set points used for each engine are given later in this section.

TABLE 55. INTERACTING PARAMETERS - DOE TEST MATRIX

Inlet Air
Run # Intake Air Exhaust Barometer Temp
Restriction | Restriction [kPa] [degC]
1-BL Center Center 99.0 24
2 Center Center 90.7 24
Min Max Dirty
3 Possible DPF 82.6 29
Max Min Clean
4 Allowed DPF 82.6 29
Min Min Clean
5 Possible DPF 99.0 37
Max Max Dirty
6 Allowed DPF 99.0 37
Max Min Clean Min
7 Allowed DPF 99.0 Possible
Min Max Dirty Min
8 Possible DPF 99.0 Possible
Min Min Clean Min
9 Possible DPF 82.6 Possible
Max Max Dirty Min
10 Allowed DPF 82.6 Possible
1 - Min Possible Inlet Air Temp = 9°C to 10°C
2 - Charge Air Cooler set point is Inlet Air Temp + Manufacturers’
allowed temperature rise
3 - Barometer of 99.0 kPa is estimated, actual max value varied
slightly due to ambient conditions

In order to allow for a larger range of adjustment of various parameters, the DPFs were
removed from the exhaust, and the LFEs used for intake air flow measurement were removed
from the intake air ducting.

Each DOE test matrix point was evaluated at five different steady-state load points. The
original mode definitions were given in the Test Plan as shown in Table 56.

TABLE 56. TEST PLAN DOE ENGINE OPERATING CONDITIONS

DOE Engine Operating Conditions (%ospeed, and %torque respectively)

17%,32% | 100%,100% | 59%,49% | 100%,32% | 100%, 100%

During the course of initial DOE testing on Engine 1, it was observed that the 100 % load
points were not repeatable because engine performance at WOT was not consistent across all of
the DOE test conditions. Therefore, the WOT points were adjusted to a lower level where the
torque set points could be maintained for all DOE tests. The 100 % speed points were also
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lowered slightly to 97 % to insure repeatable load points. In addition, the modes were
lengthened to 10 minutes to allow for complete stabilization of the fuel flow measurement
system. These adjustments were approved by the Steering Committee during the May 23, 2006
meeting in Ann Arbor.

4.7.1 Interacting Parameters - DOE Data Analysis

During the evaluation of the Engine 1 DOE data, a consistent bias was evident in the
DOE torque and BSFC deltas for each test mode. Even the DOE test run with nominal engine
parameter set points showed a significant bias. It was found that the bias was the result of the
interpolation process which was used to generate the ECM torque and BSFC values. Because
interpolation error was already included in the error Model, the Steering Committee felt it was
necessary to remove the interpolation bias from the DOE error surface data. To address this
problem, SWRI proposed that the data from the additional baseline DOE test be used to generate
a bias correction for the nine DOE conditions. The correction was applied independently for
each of the five test modes. The Steering Committee approved this approach at the May 23,
2006 meeting in Ann Arbor. An example of this bias correction for Engine 1 torque data is
given in Table 57. In this example, the bias correction results in an upward shift of 1.1% to all
DOE data for Mode 1.

TABLE 57 EXAMPLE OF DOE BASELINE CORRECTION FOR ENGINE 1

DOE Delta Torque (% of Peak Torque) Baseline Corrected Delta Torque (% of Peak Torque)
Number Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 1 Mode 2 Mode 3 Mode 4 Mode 5
1-Baseline -1.1% -1.8% -0.3% 0.2% 0.2% N/A N/A N/A N/A N/A
2 -1.0% -1.9% -0.2% 0.3% 0.9% 0.1% -0.1% 0.0% 0.1% 0.7%
3 -0.2% 2.1% 0.4% 1.3% 5.0% 0.9% 3.8% 0.6% 1.2% 4.8%
4 -0.6% -1.1% -0.1% 0.8% 2.6% 0.5% 0.7% 0.1% 0.6% 2.4%
5 -0.9% -1.0% 0.2% 0.6% 0.7% 0.2% 0.8% 0.5% 0.4% 0.5%
6 -0.1% 2.4% 1.0% 1.3% 3.9% 1.0% 4.2% 1.2% 1.2% 3.7%
7 -1.2% -2.4% -0.3% -0.2% -0.6% -0.1% -0.6% -0.1% -0.4% -0.8%
8 -1.2% -1.6% -0.3% 0.3% 0.4% -0.1% 0.2% 0.0% 0.1% 0.2%
9 -1.3% -2.6% -0.5% 0.0% 0.4% -0.2% -0.8% -0.3% -0.2% 0.2%
10 -0.4% 1.1% 0.0% 1.1% 3.9% 0.7% 2.9% 0.3% 1.0% 3.7%

4.7.2 Engine 1 Detroit Diesel Series 60 DOE

The DOE matrix was run several times on the Detroit Diesel Series 60 engine as
adjustments were made to the test methodology. These changes were in response to the test
results and subsequent Steering Committee decisions. The final speed and torque set points used
for Engine 1 are given in Table 58. As noted above, these final points were different from those
used during the initial DOE run on this engine, due to the need to maintain the same torque level
for all DOE test conditions.
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TABLE 58. INTERACTING PARAMETERS - DOE SPEED AND TORQUE STEADY-
STATE MODE DEFINITION FOR ENGINE 1

Speed Torque

[% NTE] [% Peak]
Mode 1 17% 43%
Mode 2 17% 94%
Mode 3 59% 49%
Mode 4 97% 32%
Mode 5 97% 71%

The actual engine parameter set points used for the Engine 1 DOE test matrix are given in
Table 59. The charge air cooler set point temperatures were based on a specification of 28 °C
temperature rise from ambient (inlet air) temperature. For inlet air temperatures at 10 °C, the
inlet air dew point temperature was lowered to 7 °C, rather than the standard set point of 15 °C,
in order to prevent condensation in the intake air stream.

TABLE 59. INTERACTING PARAMETERS - DOE TEST MATRIX FOR ENGINE 1

Intake Air Exhaust CVsS Boost After Inlet Air Dew Point
DOE Restriction® | Restriction’ | Pressure® Temp* Temp”® Temperature
Number [kPa] [kPa] [kPa] [°C] [°C] [°C]
1- BL 4.0 17 99 52 24 15
2 4.0 17 91 52 24 15
3 1.5 30 83 57 29 15
4 5.0 12 83 57 29 15
5 15 12 99 64 37 15
6 5.0 30 99 64 37 15
7 5.0 12 99 38 10 7
8 1.5 30 99 38 10 7
9 1.5 12 83 38 10 7
10 5.0 30 83 38 10 7

Notes:

1. Minimum achievable intake air restriction was 1.5 kPa

2. Maximum dirty DPF restriction was 30 kPa - Minimum clean DPF restriction was 12 kPa
3. Maximum achievable CVS pressure was 99 kPa

4. Temperature was set based on a fixed offset from the inlet air temperature

5. Minimum achievable inlet air temperature was 10 °C

The final baseline corrected errors for Engine 1 are given in Table 60 and Table 61 for
Torque and BSFC, respectively.

SwRI Report 03.12024.06 Page 147 of 371



TABLE 60. INTERACTING PARAMETERS - DOE ENGINE 1 BIAS CORRECTED
TORQUE DELTAS

DOE Baseline Corrected Delta Torque (% of Peak Torque)
Number Mode 1 Mode 2 Mode 3 Mode 4 Mode 5
1-Baseline N/A N/A N/A N/A N/A
2 0.1% -0.1% 0.0% 0.1% 0.7%
3 0.9% 3.8% 0.6% 1.2% 4.8%
4 0.5% 0.7% 0.1% 0.6% 2.4%
5 0.2% 0.8% 0.5% 0.4% 0.5%
6 1.0% 4.2% 1.2% 1.2% 3.7%
7 -0.1% -0.6% -0.1% -0.4% -0.8%
8 -0.1% 0.2% 0.0% 0.1% 0.2%
9 -0.2% -0.8% -0.3% -0.2% 0.2%
10 0.7% 2.9% 0.3% 1.0% 3.7%

TABLE 61. INTERACTING PARAMETERS - DOE ENGINE 1 BIAS CORRECTED
BSFC DELTAS

DOE Baseline Corrected Delta BSFC Fuel Flow (g/kW-h)
Number Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

1-Baseline N/A N/A N/A N/A N/A
2 -2 -1 -1 -1 -3

3 -8 -11 -6 -9 -13

4 -5 -3 -3 -3 -8

5 -2 -2 -2 -2 0

6 -7 -14 -8 -9 -10

7 2 3 2 3 3

8 1 -1 0 -1 0

9 1 2 1 1 -1

10 -6 -7 -5 -6 -10

4.7.3 Engine 3 International VT365 DOE

The torque and speed set points used for Engine 3 are given in Table 62. Following the
direction of the Steering Committee, the points were selected to be identical to those used for
Engine 1. However, due to the shape of the torque curve for Engine 3, Mode 5 could not be run
at the desired combination of 97 % NTE speed and 71 % of maximum torque. In order to
maintain a consistent load point for use in the error surface, the speed set point was adjusted
down to the highest speed at which 71 % percent of maximum torque could be reliably
maintained at all DOE conditions. The mode 5 target speed was therefore adjusted from 97 %
NTE speed to 85 % NTE speed.
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TABLE 62. INTERACTING PARAMETERS - DOE SPEED AND TORQUE STEADY-
STATE MODE DEFINITION FOR ENGINE 3

Speed Torque

[% NTE] [% Peak]
Mode 1 17% 43%
Mode 2 17% 94%
Mode 3 59% 49%
Mode 4 97% 32%
Mode 5 85% 71%

The engine parameter set points used for the Engine 3 DOE testing are given in Table 59.
Similar to Engine 1 testing, the engine manufacturer of Engine 3 was consulted to determine
appropriate set points for the DOE test matrix.

TABLE 63. INTERACTING PARAMETERS - DOE TEST MATRIX FOR ENGINE 3

Intake Air Exhaust CVSs Boost After Inlet Air Dew Point
DOE Restriction® | Restriction’ | Pressure® Temp* Temp”® Temperature
Number [kPa] [kPa] [kPa] [°C] [°C] [°C]
1- BL 3.5 17 99 39 24 15
2 3.5 17 91 39 24 15
3 0.7 24 83 45 29 15
4 3.7 12 83 45 29 15
5 0.7 12 99 52 37 15
6 3.7 24 99 52 37 15
7 3.7 12 99 31 10 7
8 0.7 24 99 31 10 7
9 0.7 12 83 31 10 7
10 3.7 24 83 31 10 7

Notes:

1. Minimum achievable intake air restriction was 0.7 kPa

2. Maximum dirty DPF restriction was 24 kPa - Minimum clean DPF restriction was 12 kPa
3. Maximum achievable CVS pressure was 99 kPa

4. Temperature was set based on a fixed offset from the inlet air temperature

5. Minimum achievable inlet air temperature was 10 °C

The final baseline corrected data for Engine 3 is given in Table 64 and Table 65 for
Torque and BSFC, respectively.
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TABLE 64. INTERACTING PARAMETERS - DOE ENGINE 3 BIAS CORRECTED
TORQUE DELTAS

DOE Baseline Corrected Delta Torque (% of Peak Torque)
Number Mode 1 Mode 2 Mode 3 Mode 4 Mode 5
1-Baseline N/A N/A N/A N/A N/A
2 0.5% 2.4% 0.1% 0.3% 0.9%
3 1.9% 4.3% -0.1% 1.5% 1.2%
4 1.1% 3.7% -1.1% 1.1% 0.9%
5 0.7% 1.8% 0.4% 0.7% 0.2%
6 1.0% 3.8% 1.4% 1.5% 2.4%
7 0.4% -1.5% -0.8% 0.4% -0.6%
8 1.0% 0.0% 0.6% 0.9% 0.4%
9 1.6% 0.9% -1.5% 1.0% -1.2%
10 1.8% 3.9% -0.8% 1.8% 1.7%

TABLE 65. INTERACTING PARAMETERS -DOE ENGINE 3 BIAS CORRECTED
BSFC DELTAS

DOE Baseline Corrected Delta BSFC Fuel Flow (g/kW-h)
Number Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

1-Baseline N/A N/A N/A N/A N/A
2 -3 -5 -2 -3 -3

3 -6 -9 -4 -12 -7

4 -3 -7 0 -9 -5

5 -6 -4 -3 -7 -2

6 -8 -9 -10 -14 -11

7 -1 3 2 -3 3

8 -4 0 -4 -8 -2

9 -3 0 3 -7 2

10 -6 -7 -2 -15 -8

4.7.4 Interacting Parameters - DOE Error Surface Generation

To generate the interacting parameters DOE error surfaces, the baseline corrected error
data for each mode was evaluated to generate a 5™, 50", and 95" percentile delta across all nine
DOE conditions. The errors captured during this experiment included bias errors as well as
precision errors. However, the dynamic torque and BSFC error surfaces generated during
transient engine testing captured the precision errors associated with the interpolation process of
torque and BSFC. Not wanting to double count error sources in the Model, the variability of the
interpolation process was removed from the interacting parameters DOE error surfaces. This
was accomplished by shrinking the 5™, 50", and 95" percentile delta values by the interpolated
torque and BSFC variance experienced during steady-state testing. The steady-state variance
was calculated as the mean of the 10 steady-state interpolated torque and BSFC MAD values
over the 20 repeats. The mean of the 10 MAD values was then used to collapse the raw DOE
error data. After the variance correction, the delta percentiles were then plotted with the x-axis
values calculated as the mean modal value.
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The error correction due to the removal of the steady-state variance was minimal due to
the relatively small steady-state torque and BSFC MAD values. The mean interpolated torque
MAD values were 0.1 % of peak torque for Engine 1 and 0.3 % of peak torque for Engine 3.
The mean BSFC MAD values were 0.2 g/(kW-hr) for both Engine 1 and Engine 3. An example
of the MAD correction is show in Table 66. The bias corrected deltas, shown on the left, are
collapsed using the mean MAD value to generate the final MAD corrected deltas.

TABLE 66. EXAMPLE DOE STEADY-STATE VARIANCE CORRECTION USING
THE MEAN SS MAD

Bias Corrected | Bias Corrected | Bias Corrected MAD Corrected | MAD Corrected | MAD Corrected
PEMS vs Lab PEMS vs Lab PEMS vs Lab PEMS vs Lab PEMS vs Lab PEMS vs Lab
Delta Delta Delta SS BSFC Delta Delta Delta
Mean of 10
5th percentile | 50th percentile | 95th percentile MADs 5th percentile | 50th percentile | 95th percentile
[ g/kW-hr] [ g/kW-hr] [ g/kW-hr] [ g/kW-hr] [ g/kW-hr] [ 9/kW-hr] [ g/kW-hr]
-13.1 -2.4 2.8 0.2 -12.9 -2.2 2.6
-7.6 -1.7 1.8 0.2 -7.4 -1.5 1.6
-7.1 -2.1 1.5 0.2 -6.9 -1.9 1.3
-11.9 -2.7 1.8 0.2 -11.7 -2.5 1.6
-9.3 -2.3 2.0 0.2 -9.1 -2.1 1.8

Figure 92 and Figure 93 show the corrected DOE torque and BSFC error surface data for

Engine 1.
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FIGURE 92. ERROR SURFACE FOR INTERACTING PARAMETERS - DOE ENGINE
1 DELTA TORQUE
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FIGURE 93. ERROR SURFACE FOR INTERACTING PARAMETERS - DOE ENGINE
1 DELTABSFC

Figure 94 and Figure 95 show the corrected interacting parameters DOE torque and
BSFC error surface data for Engine 3.
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FIGURE 94. ERROR SURFACE FOR INTERACTING PARAMETERS - DOE ENGINE
3 DELTA TORQUE
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FIGURE 95. ERROR SURFACE FOR INTERACTING PARAMETERS - DOE ENGINE
3 DELTA BSFC
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To generate the final DOE error surfaces, the torque and BSFC errors from the Engine 1
and Engine 2 DOE matrix were pooled. The 5" 50" and 95" percentile deltas were then
calculated from the pooled data set. The variance correction was accomplished by calculating
the mean of the pooled steady-state interpolated torque and BSFC MAD values from Engine 1
and Engine 3. The mean MAD values for the pooled data were 0.2 % of peak torque and 0.5
g/(kW-hr) for BSFC. The final torque and BSFC error surfaces for the interacting parameters
DOE testing are shown in Figure 96 and Figure 97. The DOE error surfaces are sampled
normally. Having a broad range of x-axis torque and BSFC values, errors are linearly
interpolated from these error surfaces based on level.
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FIGURE 96. ERROR SURFACE FOR INTERACTING PARAMETERS - DOE DELTA
TORQUE FINAL
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FIGURE 97. ERROR SURFACE FOR INTERACTING PARAMETERS - DOE DELTA
BSFC FINAL

4.8  Torque and BSFC Independent Parameters Sensitivity Analysis

The independent parameters test was conducted to evaluate torque and BSFC map errors
due to variations in intake air humidity and fuel properties. The Steering Committee had an
option to add additional parameters into this matrix, but other parameters were not added. This
test was performed only using Engine 2. The Test Plan called for SwRI to run a sensitivity
analysis using the parameters given in Table 67.

TABLE 67. INDEPENDENT PARAMETERS ADJUSTMENT GUIDANCE FROM THE

TEST PLAN
Sensitivity Parameter Set Points
Parameter Minimum (#1) Mid. (#2) Maximum (#3)
Intake air Minimum possible (@30 50% RH (@30 deg. C); 95% RH (@30 deg. C)";
humidity deg. C); 0 grains/lb dry air 95 grains/Ib dry air 180 grains/Ib dry air
Fuel properties Fuel used in program Fuel selection #2 California ULSD

“Run charge air cooler water inlet temperature of 30 deg. C
At each test condition, three steady-state modes were run according to the direction given

in the Test Plan and as shown in Table 68. Note that original mode definitions are given as NTE
percent speed and percent torque at speed.

SwRI Report 03.12024.06 Page 155 of 371



TABLE 68. INDEPENDENT PARAMETERS TEST MODES FROM THE TEST PLAN

Sensitivity Engine Operating Conditions (%espeed, and %torgue respectively)
17%, 32% | 59%, 49% | 100%, 100%

Although the original Test Plan called for only running selected conditions across the
three modes, SWRI determined that the there was little difficulty in changing test conditions once
the test apparatus was set up and the fuels were procured. Therefore, SWRI elected to run a
complete test matrix for a total of nine test conditions.

As with the Interacting Parameters DOE, it was necessary to adjust the final test modes
slightly from those given in the Test Plan to position the points in the NTE zone and to insure the
target torque values could be maintained at all of the test conditions. The torque value for mode
1 was increased to insure the mode 1 power was always above the NTE limit of 30 % maximum
power. The speed and torque set points for mode 3 were decreased to pull the point away from
the governor line, thus insuring the mode was repeatable throughout the independent parameters
testing. Table 69 shows the final three modes of the steady-state test cycle run for the
independent parameters testing. The mode length was set to 10-minutes to insure stable fuel
flow measurement for the BSFC error surfaces.

TABLE 69. INDEPENDENT PARAMETERS SPEED AND TORQUE STEADY-STATE
MODE DEFINITIONS

Speed Torque

[% NTE] | [% Peak]
Mode 1 17% 43%
Mode 2 59% 49%
Mode 3 97% 56%

It was not possible to perform testing using an exhaustive matrix of fuel properties during
this program. Therefore, the Test Plan called for three fuels to represent a range of potential fuel
properties that might be available in the field. The first two fuels were specified in the Test Plan.
The first was the base ULSD 2-D certification grade fuel used during the program, while the
second was to be a representative California ULSD fuel. SwRI procured several drums of BP
ECD-1 ULSD fuel from California to meet this requirement. The third test fuel was to be
selected by the Steering Committee. Initially, SwRI proposed a very low aromatic (less than
10% by volume) fuel, but the Steering Committee felt that a high aromatic fuel would be more
representative of fuels available in the northern and eastern parts of the U.S. Therefore, SwRI
located a low API gravity ULSD test fuel from Chevron Phillips, which was selected as the third
test fuel by the Steering Committee. A summary of selected fuel properties for the three
Independent Parameters test fuels is given in Table 70.
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TABLE 70. SELECTED FUEL PROPERTIES FOR INDEPENDENT PARAMETERS

TESTING
Test Fuels
Property Units Base Fuel CARB ULSD Third Fuel
Aromatics % vol 29.5 24.5 35.0
Cetane Number 44 .4 54.3 40.4
Viscosity cSt @ 40C 2.5 2.4 2.6
API Gravity 35.2 38.8 33.1
Sulfur ppm 10 3 6.2
Distillation
10%]|deg F 214 206 207
90%|deg F 311 321 344
Description Haltermann BP Chevron Phillips
EPA 2-D Cert fuel EC Diesel-1 Low APl ULSD

The mean intake air humidity levels recorded during testing were 4 gr/lb for the low
humidity points, 90 gr/lb for the middle humidity points, and 192 gr/lb for the high humidity
points. In order to reach the near zero humidity levels requested in the Test Plan, a specialized
humidity control system had to be used to condition the engine intake air. This custom-designed
system is incorporated into the intake air stream of the test cell at SwRI on an as needed basis in
order to achieve very low humidity levels, while imposing a very low additional restriction on
the intake air system. Shown in Figure 98, the humidity control system employs a large bed of
desiccant that is used to remove water from the intake air, and incorporates bypass legs and post-
bed cooling heat exchangers to maintain the desired intake air temperature and humidity
conditions.
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FIGURE 98. INTAKE AIR LOW HUMIDITY CONTROL SYSTEM

4.8.1 Independent Parameters Data Analysis

For the interacting parameters testing, ECM speed and ECM fuel rate were used with the
40-point maps to interpolate modal torque and BSFC values. These values were compared to the
laboratory reference measurements. As with the 40-point BSFC map, the reference BSFC was
calculated using the laboratory fuel flow meter. As expected, there were errors inherent in the
interpolation process using the 40-point maps. Because the interpolation errors were accounted
for in the Model, the Steering Committee elected to remove the interpolation bias errors. A
process was used similar that used for the Interacting Parameters DOE, wherein all data values
were bias corrected using the error values from a baseline condition. The baseline condition
chosen for the Independent Parameters test was Test Fuel 1 with normal 95 gr/Ib humidity level.
Corrections were performed on a mode-by-mode basis.

Shown in Table 71 are the bias corrected interpolated torques versus laboratory torque

delta values for the Independent Parameters testing. Table 72 contains the bias corrected
interpolated BSFC versus laboratory BSFC delta values.
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TABLE 71. INDEPENDENT PARAMETERS BIAS CORRECTED TORQUE DELTAS

Intake Delta Torque Bias Corrected (% of Peak Torque)
Humidity | Fuel Mode 1 Mode 2 Mode 3

. 1 -0.5% -0.3% -0.4%
Min 2 0.8% 1.1% 1.2%
3 -1.1% -0.9% -0.9%
1 0.0% 0.0% 0.0%
Norm [z 1.0% 1.2% 1.7%
3 -1.0% -0.9% -1.1%
. 1 -0.2% 0.0% -0.3%
H |gh 2 1.9% 2.3% 1.7%
3 0.0% 0.1% -0.7%

TABLE 72. INDEPENDENT PARAMETERS BIAS CORRECTED BSFC DELTAS

Intake Delta BSFC Bias Corrected (g/kW-h)

Humidity | Fuel Mode 1 Mode 2 Mode 3

. 1 3.5 2.3 3.0

Min 2 2.3 2.2 18

3 0.5 0.9 2.1

1 0.0 0.0 0.0

Norm [ 2 2.8 0.9 0.3

3 0.6 1.9 2.7

. 1 -0.7 -0.7 0.8

H|gh 2 2.1 4.7 2.3

3 -5.0 -4.0 -0.5

4.8.2 Independent Parameters Error Surface Generation

The Test Plan originally called for separate error surfaces to be generated for fuel and
humidity. However, while a clear trend was apparent with test fuel, no trends could be observed
related to humidity. Therefore, SwWRI proposed that all the data be pooled into a single
Independent Parameters error surface each for torque and BSFC. Furthermore, the final torque
values for the three modes actually represented a relatively narrow range of torque, therefore no
trend in the data based on torque level could be determine. As a result, SWRI suggested that the
data for all three modes be pooled, and further that no x-axis be used on the final error surface.
The Steering Committee approved these changes during the November 21, 2006 conference call.
As a result, the overall 5™, 50", and 95™ percentiles were calculated from the pooled data sets
shown in Table 71 and Table 72.

Figure 99 shows the delta torque error surface for the independent parameters testing.
With only one x-axis point, the normally sampled delta torque values were applied to each torque
value in the reference NTE events in the Model.
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FIGURE 99. ERROR SURFACE FOR INDEPENDENT PARAMETERS DELTA
TORQUE

Shown in Figure 100 is the delta BSFC error surface for the independent parameters
testing. Similar to the delta torque error surface, the BSFC surface was collapsed to a single x-
axis point. The pooled 5™, 50", and 95" percentile values will be normally sampled and applied
to each reference NTE event BSFC value.
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FIGURE 100. ERROR SURFACE FOR INDEPENDENT PARAMETERS DELTA BSFC

4.9  Torque and BSFC Interpolation Errors

During the design of the Test Plan, it was determined that a 40-point speed and fuel rate
matrix would be used to define an interpolation surface to predict Torque and BSFC from CAN
Speed and CAN Fuel Rate. While the 40-point matrix was used throughout the program, the
Steering Committee decided the 40-point matrix was too dense, placing an excessive mapping
burden on engine manufacturers. The Steering Committee determined that a 20-point matrix
would be more typical of actual field testing. However, the smaller matrix would lead to
increased interpolation errors.

The interpolation error surfaces were designed to capture the incremental error involved
in dropping from an interpolation surface based on a 40-point test matrix to one based on a 20-
point test matrix. The generation of these error surfaces was a computational exercise carried out
using the initial 40-point steady-state map data. For each engine, the Steering Committee down-
selected 20 points from the original 40 to generate the coarser grid. The 20-point maps selected
by the Steering Committee are shown in Figure 101 through Figure 103 for Engine 1, Engine 2,
and Engine 3, respectively.
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FIGURE 101. DETROIT DIESEL SERIES 60 DOWN SELECTED 20-POINT MAP
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FIGURE 102. CATERPILLAR C9 DOWN SELECTED 20-POINT MAP
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For each engine a matrix of several thousand CAN-Speed and CAN-Fuel Rate
combinations was run using both 40-point and 20-point interpolation surfaces. The interpolated
torque and BSFC values were compared to generate the final deltas, with the 20-point values
subtracted from the 40-point values. An example of the results from this computational exercise
is shown in Figure 104 for Engine 1 interpolated torque. The results for all three engines are

given in Appendix I.
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FIGURE 104. INTERPOLATED TORQUE ERROR (% PEAK TORQUE) BY SPEED
(RPM) AND FUEL RATE (G/S) FOR ENGINE #1

4.9.1 Interpolation Error Surface Generation

To generate the final error surfaces, the interpolated torque and BSFC 20-point versus 40-
point delta data was pooled for each engine, and 5 50", and 95" percentile values were
generated. The percentile values for each engine were then averaged to generate the final deltas
for interpolation error surfaces. The error surfaces do not have an x-axis, as the interpolation
error was not found to scale with either speed or fuel rate, but remained relatively constant across
the entire performance map for each engine.

For torque the error surfaces are expressed as percent of maximum engine torque, while
BSFC errors are given in engineering units of g/(kwW-hr). Each of these surfaces is sampled
normally, once per NTE event. The final error surface values are given in Table 73 and Table 74
for torque and BSFC, respectively. The error surfaces are depicted in Figure 105 and Figure 106
for torque and BSFC, respectively.
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TABLE 73. TORQUE INTERPOLATION ERROR SURFACE VALUES

Engine Number of Percentiles
Points 5" 50" 95"
1 8944 -0.82 % 0.00 % 0.80 %
2 5741 -0.84 % 0.16 % 2.55 %
3 5197 -1.00% 0.01 % 1.34 %
Averaged -0.89 % 0.06 % 1.57 %
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FIGURE 105. TORQUE INTERPOLATION ERROR SURFACE

TABLE 74. BSFC INTERPOLATION ERROR SURFACE VALUES

Engine Number of Percentiles
Points 5" 50" 95"
1 8944 -3.96 0.49 8.60
2 5741 -3.27 0.05 7.89
3 5197 -0.12 1.98 10.94
Averaged -2.45 0.84 9.14
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FIGURE 106. BSFC INTERPOLATION ERROR SURFACE

410 Exhaust Flow Meter Testing

Exhaust flow meter testing was performed to evaluate potential bias errors due to
installation related factors. Flow meter testing included an exhaust pulsation test, an exhaust
swirl testing, and an exhaust tailpipe wind test. Using the Detroit Diesel Series 60 and 5-inch
EFM, steady-state tests were conducted to compare the SEMTECH-DS EFM flow rate to the
laboratory flow rate.

The ten steady-state points tested during the flow meter testing were identical to the
modes selected for Engine 1 steady-state repeat testing. The laboratory flow rate was determined
using a LFE to measure the intake air flow, a Micro-Motion fuel flow meter to measure fuel
flow, and the laboratory analyzers to measure raw exhaust emission concentrations. The intake
LFE measurement and the raw chemical balance were used with equation 1065.655-14 to
calculate the reference exhaust flow rate. As a check, the LFE air flow rate and measured fuel
flow were also used to calculate the exhaust flow rate using the CFR Part 89 raw exhaust flow
rate calculation. The two laboratory exhaust flow rate calculation methods gave nearly identical
exhaust flow rate results. The raw carbon balance error was modally calculated to insure the
laboratory reference exhaust flow rate was accurate to within two percent.

4.10.1 Pulsation Test

The pulsation test was performed to evaluate the bias and precision of the PEMS flow
meters when subjected to large pressure pulsations in the exhaust system. To conduct this test,

SwRI Report 03.12024.06 Page 166 of 371



the DPFs were removed from the exhaust system, so that pulsations in the exhaust would not be
damped by its presence. The EFM was mounted 2 to 3 meters downstream of the turbocharger
outlet. Exhaust pipes, with lengths exceeding 10-diameters, were mounted before and after the
EFM. The exhaust was routed out the large overhead door of the laboratory, and was therefore
vented directly to the atmosphere.

The 10-mode steady-state test was repeated 5 times. The pooled SEMTECH-DS EFM
flow rate deltas versus the laboratory reference flows are shown in Figure 107. The PEMS flow
meters were biased high during the pulsation testing.
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FIGURE 107. PULSATION TEST SEMTECH-DS EXHAUST FLOW RATE DELTAS -
RAW DATA

In order to avoid double counting exhaust flow errors, the bias recorded during steady-
state testing was subtracted from the pulsation test data. Figure 108 shows the EFM errors after
the mean steady-state exhaust flow rate bias was removed from the flow rate deltas. The steady-
state bias correction yielded a more uniform, positive exhaust flow rate bias. It should be noted
that, because this experiment was conducted using the 5-inch EFM, this steady-state bias
correction was small, because only a small amount of bias was observed during steady-state tests
involving the 5-inch flow meters (see Section 4.4.1 above).
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FIGURE 108. PULSATION TEST SEMTECH-DS EXHAUST FLOW RATE DELTA -
CORRECTED FOR STEADY-STATE BIAS

4.10.2 Pulsation Error Surface Generation

Using the bias corrected EFM data, an exhaust flow rate pulsation error surface was
constructed for use in the Monte Carlo Model. The exhaust flow rate data was normalized using
the EFM maximum flow rate specification. In the case of the 5-inch EFM, the maximum flow
rate was 1700 scfm. Shown in Figure 109 are the flow rate delta values that were used in the
Model. Using normalized flow rate data from the reference NTE events, a flow rate delta was
normally sampled from the error surface. Linear interpolation was used for NTE reference
points within the data set. Points outside the data set were determined using the data set
maximum or minimum values, with no extrapolation beyond the values generated during testing.
The pulsation error surface generated positive exhaust flow errors when used in the Model.
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FIGURE 109. ERROR SURFACE FOR PULSATION EXHAUST FLOW RATE

4.10.3 Non-Uniform Velocity Profile Swirl Test

The swirl test was conducted to evaluate PEMS flow meter errors when the EFM was
subjected to non-uniform flow velocity profiles upstream of the EFM. Two short radius 90°
elbows were connected in perpendicular planes to introduce exhaust swirl before the inlet of the
PEMS flow meter. The engine after-treatment system was installed during the swirl test. The
swirl exhaust system was also vented out the overhead door of the laboratory, directly to
atmosphere following the EFM.

Five repeats of the 10-mode steady-state test were run to characterize the EFM error due
to swirl. The pooled SEMTECH-DS EFM flow rate deltas versus the laboratory reference flows
for the swirl test are shown in Figure 110. The PEMS flow meter errors appeared to show a level
dependence, with increasing errors as flow rate increased.
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FIGURE 110. SWIRL TEST SEMTECH-DS EXHAUST FLOW RATE DELTAS - RAW
DATA

In order to avoid double counting exhaust flow errors, the bias recorded during steady-
state testing was subtracted from the swirl test data. Figure 111 shows the swirl test EFM errors
after the mean steady-state exhaust flow rate bias was removed from the flow rate deltas. The
steady-state bias correction eliminated much of the level dependency, resulting in a more
uniform, positive exhaust flow rate bias. . Again, it should be noted that, because this
experiment was conducted using the 5-inch EFM, this steady-state bias correction was small,
because only a small amount of bias was observed during steady-state tests involving the 5-inch
flow meters (see Section 4.4.1 above).
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FIGURE 111. SWIRL TEST SEMTECH-DS EXHAUST FLOW RATE DELTAS -
CORRECTED FOR STEADY-STATE BIAS

4.10.4 Swirl Error Surface Generation

Using the bias corrected EFM data, an exhaust flow rate swirl error surface was
constructed for use in the Monte Carlo Model. The exhaust flow rate data was normalized using
the EFM maximum flow rate specification. In the case of the 5-inch EFM, the maximum flow
rate was 1700 scfm. Shown in Figure 112 are the flow rate delta values that were used in the
Model. Using normalized flow rate data from the reference NTE events, a flow rate delta was
normally sampled from the error surface. Linear interpolation was used for NTE reference
points within the data set. Points outside the data set were determined using the data set
maximum or minimum values. The swirl error surface generated positive exhaust flow errors
when used in the Model.
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FIGURE 112. ERROR SURFACE FOR SWIRL EXHAUST FLOW RATE

4.10.5 Tailpipe Wind Test

The tailpipe wind test was performed to determine EFM errors when the outlet of the
flow meter was subjected to high velocity air currents. The Steering Committee was initially
unsure if this experiment would result in significant errors, and how those errors would be
processed if they were found to be significant. Therefore, the Test Plan called for an initial
experiment to be run in order to determine the possible magnitude of this potential exhaust flow
error source. According to the Test Plan, if the initial experiment showed an error of less than 1
percent, no further experimentation would be performed, and the error surface would be dropped
from the Model. The experiment called for a high velocity air stream to be directed at the outlet
of the EFM at a variety of angles while the engine was operating at the 5 test modes. The flow
was to be designed to simulate a 60 mph wind velocity.

Figure 113 shows the experimental setup used for the initial test. A high velocity blower
system was used to direct air across the outlet of the EFM. A pitot tube device was used to
measure the air velocity at the outlet of the blower system. The air velocity was within the Test
Plan specification of 60 to 65 mph. Three steady-state tests, each consisting of the 5 steady-state
modes for EFM testing, were run with the blower system. One test was run with the high
velocity air stream perpendicular to the EFM, one with the air stream directed 45° into the EFM,
and one test with the air stream directed 45° out of the EFM. Figure 114 shows the three blower
orientations during the wind testing. A fourth steady-state test was run without the blower as a
baseline reference.
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FIGURE 113. HIGH VELOCITY BLOWER SYSTEM
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FIGURE 114. EFM WIND TEST FLOW SCHEMATIC

Figure 115 shows the exhaust deltas for the three steady-state tests with the blower and
the one baseline test without the blower. The errors recorded during the blower tests where
similar to the baseline errors. When corrected for the baseline error, the blower deltas collapse to
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near zero errors. Figure 116 shows the baseline corrected blower deltas. One outlying exhaust
flow delta was measured during the 45° out testing.
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FIGURE 115. SWIRL TEST SEMTECH-DS EXHAUST FLOW RATE DELTAS - RAW
DATA
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FIGURE 116. WIND TEST SEMTECH-DS EXHAUST FLOW RATE DELTAS -
CORRECTED FOR STEADY-STATE BIAS

As specified in the Test Plan, the results from the blower tests were reviewed by the
Steering Committee to determine if further testing and development of an error surface would be
needed for the tailpipe wind test. Figure 117 shows the mean baseline corrected exhaust flow
delta with 95 % confidence level error bars. This calculation was performed with and without
the one outlying flow rate delta. Because the 95 % confidence level bars nearly crossed zero
error, it was likely the errors generated from further tailpipe wind testing would be negligible. In
addition, the magnitude of all of the errors observed was considerably smaller than one percent
of the maximum flow for the flow meter. The Steering Committee therefore elected to not
perform further tailpipe wind testing and eliminated the wind exhaust flow rate error surface.
This decision was finalized at the June, 2006 Steering Committee meeting in San Antonio.
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411 Torque and BSFC - OEM Supplied Error Surfaces

The purpose of the OEM supplied error surfaces was to capture ECM torque and BSFC
errors that could result from factors not characterized during this program. The additional error
sources included engine-to-engine production variability and the operation of non-deficiency
AECDs. As part of the Test Plan, participating engine manufacturers were asked to submit data
regarding these potential error sources to EPA. EPA was then tasked with analyzing the data and
developing a single error surface each for torque and BSFC which would combine the various
error sources.

Data was submitted by five engine manufacturers prior to the final deadline of August 1,
2006. EPA conducted an initial analysis, the results of which were reported to the Steering
Committee in a memo from EPA dated August 28, 2006. As part of the analysis, EPA held
private discussions with each manufacturer that submitted data, due to the confidential nature of
the information being submitted. Following the initial analysis, additional information was
requested regarding BSFC errors due to AECD operation, to resolve discrepancies in the data set.
Additional data was supplied by two manufacturers regarding this topic, after which EPA
completed a final analysis. The results of the final analysis were submitted to the Steering
Committee in a second memo dated November 2, 2006, and included a final proposal for the
error surface values. The Steering Committee approved the final form of the OEM error surfaces
at the November 2, 2006 meeting in San Antonio, as they appeared in the second memo. Copies
of both memos are included in Appendix J.
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The final error surface values are summarized in Table 75 below. These surfaces are
sampled once per NTE event using a normal distribution. The error levels were determined to
scale with level, therefore the error surface values are defined as percent of point adjustments.

TABLE 75. OEM ERROR SURFACE DELTAS FOR TORQUE AND BSFC

Percentiles’
Parameter 50, 50™, 95™,
% point % point % point
Torque -6.5% 0% +6.5%
BSFC -5.9% 0% +5.9%
! Based on sampling with normal distribution

4.12 Time Alignment Error Surfaces

When processing the PEMS data recorded during transient dynamometer testing, the
question of time alignment was brought up by the Steering Committee. When using the PEMS
software to process test data, delay times for several variables can be used to time align the data
recorded from different sources. The variables that can be time aligned include gaseous
emission concentration data, the exhaust flow meter measurement, and the data recorded using
the vehicle interface. SwRI used the procedures detailed in Sensors Inc. Application Note #06-
001 titled Time Alignment of Raw Data to time align the data recorded during transient testing.
Transient data was also sent to Sensors to insure the data was time aligned correctly. Time
alignment of the SwRI transient data was relatively straightforward due to the sharp NTE event
entry and exit transitions, which were a deliberate part of the experimental design. Several
engine manufacturers indicated aligning data generated during field testing was often difficult
due to the difficulty of finding such clear transitions on many real-world field data sets. Several
examples of such difficult data sets were shared by Committee members during the course of the
discussions to illustrate the issue. With events as short as 30 seconds, small time alignment
errors result in significant differences in brake-specific emission results. Therefore, the Steering
Committee elected to account for time alignment errors in the Measurement Allowance Error
Model.

The first step in this analysis was to decide the level of typical alignment errors. Based
on input from the Engine Manufacturers, time alignment errors up to 1 second are possible,
however, errors near 0.5 seconds are more likely. Shown in Table 76, a matrix of time alignment
errors was generated. The gaseous emission delay times were left unchanged, while the EFM
and vehicle interface delay times were adjusted. To account for the relative likelihood of
occurrence, weighting factors were applied to each matrix point. Points with delay time errors
equal to or less than 0.5 were assumed to occur most often and received a relative weighting
factor of 8. Points with one variable at a 1 second delay time error and the other parameter at no
error received a weighting factor of 2. The diagonal points with the EFM and the vehicle
interface both having a delay time error of 1 second were assumed least likely to occur and
therefore received a relative weighting factor of 1.
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TABLE 76. EFM AND VEHICLE INTERFACE ADJUSTMENT AND WEIGHTING
FACTORS USED FOR TIME ALIGNMENT ERROR GENERATION

Time Vehicle
Alignment EFM Interface Relative
Adjustment | Adjustment | Adjustment | Weighting
Number [sec] [sec] Factor
1 -0.5 -0.5 8
2 -0.5 0.0 8
3 -0.5 0.5 8
4 0.0 -0.5 8
5 0.0 0.0 8
6 0.0 0.5 8
7 0.5 -0.5 8
8 0.5 0.0 8
9 0.5 0.5 8
10 -1.0 -1.0 1
11 -1.0 0.0 2
12 -1.0 1.0 1
13 0.0 -1.0 2
14 0.0 1.0 2
15 1.0 -1.0 1
16 1.0 0.0 2
17 1.0 1.0 1

One transient NTE test from each test engine was reprocessed using each of the time
alignment adjustment combinations shown in Table 76. Recall that each transient test was
comprised of 30 different 32-second NTE events. For each NTE event, brake-specific emissions
were calculated using each of the 3 calculations methods. The differences between the brake-
specific results calculated with the time alignment adjustments and the brake-specific results
calculated with the nominal time alignment were calculated as a percent of point for each NTE
event. With 30 NTE events per cycle and 17 time alignment combinations, 510 time alignment
errors were calculated for each engine. Once the time alignment error data was pooled for the 3
engines, a statistical routine was run to apply the specified relative weighting. The routine
essentially duplicated each error measurement as specified by the weighting factor, generating a
significantly larger pooled error data set. Finally, the 5", 50", and 95™ percentile error values
were calculated for the pooled and weighted error data. The brake-specific time alignment error
data is shown in Table 77 for NOy, and Table 78 for CO. Time alignment data was not generated
for NMHC as nearly all PEMS THC measurements were zero.
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TABLE 77. BRAKE-SPECIFIC TIME ALIGNMENT ERROR DATA FOR NOx

NOx 5th NOx 50th NOx 95th

Calculation | Percentile | Percentile | Percentile

Engine Method [% of Point] | [% of Point] | [% of Point]
1 -3.3 0.0 1.6
1 2 -2.3 0.0 1.8
3 -1.6 0.0 45
1 -3.7 -0.5 0.4
2 2 -0.9 0.0 0.0
3 -0.8 0.0 1.6
1 -2.0 0.0 1.9
3 2 -1.0 0.0 1.8
3 -1.6 0.0 3.3
Pooled & 1 -3.2 -0.1 1.5
. 2 -1.3 0.0 1.5
Weighted 3 14 0.0 2.9

TABLE 78. BRAKE-SPECIFIC TIME ALIGNMENT ERROR DATA FOR CO

CO 5th CO 50th CO 95th

Calculation | Percentile | Percentile | Percentile

Engine Method [% of Point] | [% of Point] | [% of Point]
1 -6.6 -0.1 5.2
1 2 -5.9 0.0 5.1
3 -5.7 0.0 12.3
1 -8.4 -0.1 5.8
2 2 -6.0 0.0 6.1
3 -5.6 0.0 12.7
1 -2.8 0.0 2.2
3 2 -3.0 0.0 3.6
3 -4.8 0.0 12.5
Pooled & 1 -7.5 0.0 4.6
. 2 -5.4 0.0 5.1
Weighted 3 52 0.0 123

Figure 118 graphically depicts the pooled and weighted brake-specific time alignment
errors for NOy and CO. In the Model, the time alignment errors were applied to the NTE BS
result with all errors applied just prior to the subtraction of the reference NTE brake-specific
result. The time alignment errors were sampled normally and were dependent on the calculation
method. An example of the time alignment error application is shown below.

Method 1 BSNOx (with full errors) = 3.8 g/kW-hr

Method 1 BSNOX (ideal) = 3.5 g/kW-hr

Method 1 BSNOx Time Alignment Error = 0.78197%

Delta BS NOx = (3.8 + (3.8*.0078197)) - 3.5 = 0.329714 g/kW-hr
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5.0 ENVIRONMENTAL CHAMBER TESTING

5.1 Environmental Testing Objective

Environmental testing was performed with the SEMTECH-DS devices to quantify
gaseous emission concentration and exhaust flow measurement errors when the PEMS were
subjected to a variety of environmental disturbances. Environmental conditions evaluated during
the program included ambient temperature, ambient pressure, electromagnetic interference, and
ambient hydrocarbons. Each environmental test was designed to simulate environmental
disturbances that would likely be encountered during in-use field testing.

SwRI’s Mechanical and Material Engineering Division (Division 18) performed the
environmental testing on site, as specified in the Test Plan and determined by the Steering
Committee. Eric Dornes was the managerial Division 18 contact prior to and during the
environmental testing. Rick Pitman performed temperature, pressure, and vibration testing,
while David Smith and Herbert Walker performed the electromagnetic radiation testing.

5.2  Environmental Testing Procedure

During the various environmental tests, the performance of the PEMS was evaluated by
sampling and measuring reference gases. Bottled gases were selected to challenge each PEMS
gas analyzer at zero, audit, and span levels. The concentrations of the bottled gases were used as
the reference to evaluate the PEMS response to the various environmental disturbances. The
PEMS measured responses were compared to the reference concentrations to determine errors or
deltas during the environmental testing. The bottled reference gases and corresponding
concentrations are shown in Table 79. Reference gas concentrations were chosen based on
recommended audit and span levels in the Sensors Inc. user manual. AL size compressed gas
cylinders were procured from Scott Specialty Gases. During the program, the Scott gas bottle
concentration values were used as the reference. However, each Scott concentration was verified
by SwRI before being used for testing. The Test Plan originally specified the use of methane
audit and span bottles during environmental testing to challenge the PEMS methane analyzers.
However, the SEMTECH-DS methane analyzers were not accepted by the Steering Committee
as in-use field instruments and were not used in the Measurement Allowance Program. The
Steering Committee therefore elected to eliminate the methane reference gases from the
environmental testing procedure.
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TABLE 79. REFERENCE GASES AND TYPICAL CONCENTRATIONS USED
DURING ENVIRONMENTAL CHAMBER TESTING

Bottle THC CO CO, NO NO,
Description [ppm] [ppm] [%] [ppm] [ppm] | Balance
Zero Air 0 0 0 0 0 N/A
NO, Audit 0 0 0 0 73 Air
NO, Span 0 0 0 0 243 Air
Quad Audit 159.9 178 6.04 257 0 N,
Quad Span 663 960 12 980 0 N,

The reference gases were overflowed to the inlet of the PEMS sample lines during
environmental testing. Using an automated solenoid manifold, the reference gases were sampled
at a specific frequency and in a predetermined order. The Test Plan recommended sampling
each reference gas for 60 seconds. The first 30 seconds was intended to purge the system and
allow the analyzer responses to stabilize, with the final 30 seconds used to record a stable mean
measurement. Preliminary data indicated the NDUV NO, analyzers had not stabilized after the
30 second purge, therefore the purge duration was lengthened to 45 seconds for each reference
gas. With a 45-second purge time and 30-second sample length, each reference gas was sampled
for 75 seconds before switching to the next gas. Even after the 45-second purge, initial data
indicated the NO, concentration was still increasing after switching from the quad blend span gas
to the NO, span gas. The sample order of the reference gases was therefore set to minimize the
stabilization problem of the system, with audit gases preceding the corresponding span gases.
The reference gas sequence below decreased the stabilization times of the span gases and was
used throughout environmental testing.

Purified zero air reference gas

NO, audit reference gas

NO; span reference gas

Quad blend audit reference gas
Quad blend span reference gas

arwE

During environmental testing, zero, audit, and span errors were recorded by comparing
the 30-second mean concentrations of the recorded PEMS measurements to the reference gas
concentrations. Although audit and span deltas could only be recorded when the corresponding
audit and span reference gases were being sampled, zero deltas were recorded whenever the
analyzer’s audit or span gas was not flowing. For example, a zero delta was recorded for NO,
during the zero air measurement as well as during the quad blend audit and quad blend span gas
measurements. Recording a zero delta for NO, during the quad blend gas measurements was
possible because the quad blend gases contained negligible levels of NO,. Likewise, zero deltas
were recorded for NO, CO, CO,, and THC during the NO; audit and span measurements due to
the absence of the quad blend gases in the NO, reference gases. The recording strategy used
during environmental testing is shown in Table 80. Again, it should be noted that the delta
recorded was always the actual analyzer reading minus the reference gas concentration.
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TABLE 80. ZERO, AUDIT, AND SPAN DELTA RECORDING STRATEGY USED
DURING ENVIRONMENTAL CHAMBER TESTING

Bottle Bottle THC CcO CO, NO NO,
Sequence | Description [ppm] [ppm] [%] [ppm] [ppm]
1 Zero Air Zero zero See Note zero zZero
2 NO, Audit zero zero Zero zero audit
3 NO, Span zero zero zero zero span
4 Quad Audit audit audit audit audit Zero
5 Quad Span span span span span Zero
Note:
Slow decay of CO, following the quad span gas caused high zero measurements during the zero air test.
CO, zero measurements after the quad span gas were not included in the delta data set.

After reviewing initial environmental data, it was evident CO, zero deltas showed a
systematic trend. CO; zero errors recorded during zero air measurements were higher than zero
deltas recorded for NO, audit and NO; span gas measurements. Figure 119 shows the repeated
CO;, zero delta behavior. The continuous PEMS concentration data indicated the high bias of the
zero air CO; zero deltas were caused by the continuing decay of the CO, measurement after
switching from the quad blend span gas to zero air. Figure 120 shows the response and slow
decay of a PEMS CO, analyzer when zero air is sampled after the quad span gas. After
reviewing the initial environmental delta data, the Steering Committee elected to remove the
biased CO, zero delta recorded during the zero air measurement from the CO, zero error
population.
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During environmental testing, the PEMS were operated in a manner representative of in-
use field testing. Each SEMTECH-DS was started and allowed to thermally equilibrate while
sampling ambient air for 60 to 90 minutes prior to testing. The PEMS were then zeroed and
spanned as specified in the SEMTECH-DS user’s manual. The PEMS were spanned with the
quad blend reference span gases measured during environmental testing. During testing, the
auto-zero feature of the PEMS was used to zero the devices hourly. At the completion of the
environmental chamber test, the PEMS were again zeroed and spanned. Span maneuvers were
therefore performed only at the beginning and end of each environmental test.

Zero air was used to zero the PEMS instruments throughout the environmental testing
program. Also, the PEMS were modified to use zero air as the SEMTECH-DS FID air source
rather than ambient air. The use of zero air eliminated potential hydrocarbon measurement
errors due to contaminated ambient air. The removal of ambient air hydrocarbon variability
during engine and environmental testing was essential because the Ambient Hydrocarbon
environmental test was specifically designed to capture FID measurement errors due to varying
levels and different species of ambient hydrocarbons. Therefore, zero air was used throughout
the program to avoid double counting measurement errors due to ambient hydrocarbons.

A Sensors Inc. 5-inch exhaust flow meter accompanied the SEMTECH-DS units during
environmental testing to evaluate the response of the PEMS EFM to various environmental
perturbations. One end of the EFM was capped to prevent air flow through the flow meter
during testing. Therefore, EFM measurements were recorded as 30-second mean zero errors
throughout each environmental test.

The SEMTECH-DS chassis is designed to house a small, high pressure FID fuel bottle.
Sensors Inc. recommends using the Scotty 104 aluminum gas cylinder from Scott Gas Company.
A full Scotty 104 FID fuel bottle can operate the FID for approximately 7 hours, which was not
sufficient for the 8-hour environmental chamber tests. Therefore, midway through each
environmental chamber test, the FID fuel bottle was replaced and the FID was re-zeroed and
spanned. During the 8-hour pressure test, the PEMS was enclosed in a sealed chamber, making
FID fuel bottle replacements impossible. Therefore, two FID bottles were plumbed in parallel
during the pressure test. Since the environmental chamber testing, Sensors Inc. has procured
FID fuel bottles with a higher pressure rating, allowing FID operation for over 8 hours.

5.3  Baseline Testing

Baseline testing was performed with three SEMTECH-DS devices to determine bias and
precision measurement errors for the PEMS with environmental conditions maintained at a
nominal level. It was assumed that each subsequent environmental chamber test would
inherently include the bias and precision errors recorded during baseline testing. Therefore, the
bias and variability errors measured during baseline testing were used to correct the
measurement errors generated during each environmental test.

Originally, PEMS 2, 5, and 6 were scheduled to be used for environmental testing.

However, during preliminary baseline tests, the PEMS 6 FID would not reach operating
temperature and would therefore not zero or span properly. Due to the environmental
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temperature chamber schedule, it was necessary to complete the baseline testing as soon as
possible. In order to expedite baseline and temperature testing, PEMS 6 was replaced with
PEMS 3 from the dynamometer test lab. The use of PEMS 6 in the dynamometer laboratory was
deemed acceptable because Engine 1 testing was complete and Engine 2 testing had not started.
Therefore, all of Engine 2 and 3 testing was performed with PEMS 1, 4, and 6.

Baseline testing was performed in the Thermotron Walk-In temperature control chamber.
Although not used to control the ambient temperature, the chamber provided an environment that
was well ventilated, shielded from EMI and RFI, and maintained at relatively constant pressure
and temperature. The Walk-In chamber was also large enough to test 3 PEMS devices
simultaneously.

After the SEMTECH-DS devices and EFM had warmed and equilibrated, the PEMS
were zeroed and spanned. Next, the PEMS were set to sample the reference gases which were
controlled by the automated solenoid manifold and overflowed to the inlet of the SEMTECH-DS
sample lines. The PEMS measured the indexing reference gases for approximately 60 minutes,
after which the PEMS would perform an automated zero maneuver. Baseline testing was
conducted for 8 hours, generating 72 independent measurements for each gas. At the completion
of the 8-hour baseline test, the PEMS were zeroed and spanned.

The initial baseline testing indicated PEMS 2 and 3 had a NO;, loss problem. Figure 121
shows the PEMS NO; delta data during the first 4 hours of baseline testing. As discussed in the
Environmental Test Procedure section, the NO, delta values were calculated by subtracting the
30-second mean PEMS NO, measurement from the NO, span bottle concentration. The initial
NO; delta values for all PEMS were accurate. However, as the test progressed, PEMS 2 and
PEMS 3 showed a decrease in NO, concentration measurements which resulted in large negative
deltas. Curiously, PEMS 2 and PEMS 3 biased NO, measurements recovered during the second
and third hours of the 8-hour baseline test.
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FIGURE 121. PEMS NO, DELTA DATA DURING INITIAL ENVIRONMENTAL
BASELINE TESTING

The drastic loss of NO, during baseline testing prompted an investigation by SwRI and
Sensors Inc. Figure 122 shows the NO and NO; response of PEMS 2 during the first hour of
baseline testing. During the first measurement of the NO, span bottle, PEMS 2 reported a
concentration near the bottle concentration, yielding a relatively small delta measurement. As
expected, PEMS 2 reported near zero concentration levels of NO during the first measurement of
the NO; span bottle. As the test progressed, the NO, concentration measurement of PEMS 2
decreased significantly. As the measured NO, concentration decreased, PEMS 2 reported
increased levels of NO during measurement the NO, span gas. Because the NO, span bottle
contained negligible levels of NO, measuring over 40 ppm of NO with PEMS 2 during the NO,

span gas measurement was unexpected. With reduced levels of NO, and increased levels of NO,

it was apparent a NO, to NO conversion was taking place. However, the sum of NO, and NO
during the NO; span gas measurement was still less than the NO, span bottle concentration,
indicating NO, was not only being converted to NO, but also lost.
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FIGURE 122. PEMS 2 NO AND NO; RESPONSE DURING HOUR 1 OF INITIAL
ENVIRONMENTAL BASELINE TESTING

In trying to repeat the NO, loss problem, it was discovered that the PEMS units had to be
turned off or left idle for several hours before the NO, loss phenomena could be repeated. PEMS
2 had to be left idle overnight to reproduce the results shown in Figure 121. To insure the SwRI
overflow gas delivery system was not causing the NO, loss/conversion problem observed with
PEMS 2 and 3, the Horiba OBS-2200 was fed gas from the SwRI supply manifold and operated
in NO mode during a repeated baseline type test. Similar to the initial baseline test, PEMS 2 and
3 showed a loss in NO, and an increase in NO. The Horiba OBS-2200 showed no NO
concentration increase during the NO, span gas measurement, indicating the NO; loss and
conversion was not caused by the SwRI gas delivery hardware. Next, a test was run with the
sample time for zero air increased to 300 seconds to observe the effect of a lengthened zero air
purge. The sample times for the audit and span gases were left at 75 seconds. The NO, loss with
extended zero air sample time was similar to the initial baseline test results.

Another test was performed with the quad blend audit and span gases removed from the
gas cycle sequence to determine if the presence of HC, CO, CO,, or NO was causing the NO,
loss problem. Although a slight NO; loss was observed, the magnitude of the loss was greatly
reduced with the quad blend gases removed from the gas sampling sequence. A question then
surfaced about whether the reduction in NO, loss was caused by the removal of HC, CO, CO,,
and NO, or the absence of sampling gases that contained no oxygen. Because the NO, audit and
span gases are balanced with air, removing the quad blend audit and span gases (balance Ny),
eliminated the sampling of gases with no oxygen. A test was therefore performed with N gas in
place of the quad blend audit and span gases. The gas sequence for this experiment was zero air,
NO; audit gas, NO; span gas, N, and N, again. All gases were sampled for 75 seconds. With
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quad blend gases replaced with N, the NO; loss was similar to the initial baseline test results.
Therefore, the NO, loss problem appeared to be dependant on the PEMS sampling oxygen-free
gases.

The next NO, conversion/loss test was performed with the PEMS filters and heated
sample line removed from the system. Again, results were similar to the initial baseline testing,
showing significant NO; loss. A test was then performed with the SEMTECH-DS
thermoelectric chiller bypassed in the sample handling system. With the chiller bypassed in the
system, the NO, measure was nearly perfect and showed no loss or conversion issues. Figure
123 shows the NO, and NO response for PEMS 2 with the thermoelectric chiller bypassed and
then reconnected. With the chiller bypassed, the NO, measurement was near the span bottle
concentration of 248 ppm. Once the chiller was reconnected in the sample handling system, the
NO; loss/conversion problem became immediately apparent.

Chiller Bypassed Until 1800 Seconds (NO2 Span Bottle Conc. = 248 ppm) —— PEMS 2 NO ppm
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FIGURE 123. PEMS 2 NO,; AND NO RESPONSE WITH THERMOELECTRIC
CHILLER BYPASSED AND RECONNECTED

PEMS 2 and 3 received new thermoelectric chillers. After installation of the replacement
chillers, no NO, loss or conversion was evident. A possible explanation for the NO, loss
problem is that the chillers’ internal passivated coating may have been compromised. All PEMS
units, with the exception of PEMS 7, were used for emission testing prior to being sent to SwRI
for use in the Measurement Allowance Program. Not knowing the history of each PEMS, use or
misuse of the PEMS before arrival at SWRI may have caused the chiller NO, loss/conversion
problem.
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Environmental baseline testing was repeated with PEMS 2 and 3 after installation of the
new thermoelectric chillers. PEMS 5, showing no NO, loss or conversion during the initial
baseline test, did not undergo repeated baseline testing. Rather, PEMS 5 performed temperature
chamber testing shortly after the initial environmental baseline test. Immediately after
temperature testing, PEMS 5 was shipped to CE-CERT to avoid delaying the on-road model
validation testing.

The compiled zero delta data for the 8-hour environmental baseline test is shown in
Figure 124 for PEMS 2. During the test, 216 zero delta observations were recorded for each
gaseous emission with the exception of CO,. Due to the elimination of the biased CO, zero
deltas measured while sampling zero air, 144 CO, zero deltas were recorded during the baseline
test. With the replacement chiller, PEMS 2 showed NO;, and NO zero deltas within £5 ppm.
The NO; and NO deltas were added to produce the NOy zero delta measurement. Hydrocarbon
zero measurements were also accurate, with zero deltas less than 2 ppm. As discussed in the
Environmental Testing Procedure section of the report, the FID fuel bottle was replaced midway
through the baseline test; after which the FID was re-zeroed and spanned. Considering the 10
ppm resolution of the CO analyzer and past experience measuring positive CO biases through the
PEMS sample line, the 70 ppm range of CO zero deltas was not unexpected. The CO, analyzer
provided accurate zero measurements with zero deltas within £0.01 %. The environmental
chamber test results for PEMS 2, 3, and 5 are included in Appendix K.
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FIGURE 124. PEMS 2 ENVIRONMENTAL BASELINE ZERO DELTA
MEASUREMENTS

The audit delta observations for PEMS 2 are shown in Figure 125. During the 8-hour
baseline test, 72 audit deltas were recorded for each gaseous emission. As listed in Table 79, the
quad blend reference audit bottle concentrations were near 160 ppmC THC, 178 ppm CO, 6 %
CO,, and 247 ppm NO. The NO, audit bottle concentration was near 73 ppm. The PEMS mean
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gaseous measurements were compared to the reference audit bottle concentrations to generate the
audit delta values. NO audit deltas were centered around zero and generally within £5 ppm.
NO; audit deltas showed a negative bias of approximately 8 ppm. A noticeable positive shift in
the NO; audit deltas is evident after observation number 45. The shift in the NO, delta
measurement was due a zero calibration adjustment at the end of one of the 8 hour long segments
of testing. The zero adjust can also be seen in the zero delta data at observation number 45 in
Figure 124. Although the THC zero delta data was accurate, a positive bias of approximately 10
ppmC was evident with the THC audit measurement, indicating a possible span error. After
replacing the FID fuel bottle and re-zeroing and spanning the FID, the audit delta measurement
shifted to approximately 8 ppmC. CO, showed a slight negative audit delta bias, with deltas
between -0.05 and 0.0 %. CO showed a slight positive audit delta bias, with deltas between 0
and 50 ppm. Bottle naming errors are included in the audit delta data set because the
SEMTECH-DS instruments were not spanned with the audit reference gases. However, the
reference gas concentrations were named by Scott Specialty Gas Company and checked by
SwRI. In general, the Scott and SwRI bottle measurements were within £1.0 %. Baseline audit
deltas for PEMS 3 and 5 can be found in Appendix K.
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FIGURE 125. PEMS 2 ENVIRONMENTAL BASELINE AUDIT DELTA
MEASUREMENTS

The span delta measurements for PEMS 2 are shown in Figure 126. During the 8-hour
baseline test, 72 span deltas were recorded for each gaseous emission. As listed in Table 79, the
quad blend reference span bottle concentrations were near 663 ppmC THC, 960 ppm CO, 12 %
CO,, and 980 ppm NO. The NO; audit bottle concentration was near 243 ppm. The PEMS 30-
second mean gaseous measurements were compared to the reference span bottle concentrations
to generate the span delta values. With the replacement thermoelectric chiller, PEMS 2 NO,
measurements showed no significant negative bias and no conversion of NO, to NO. NO; span
deltas were generally within 5 ppm. During the fist half of the baseline test, NO span deltas
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were center around zero error. During the second half of the test, PEMS 2 NO measurements
drifted slightly negative, with NO deltas reaching -15 ppm. The THC span deltas were biased 10
ppmC high during the first half of the 8-hour baseline test. After replacing the FID fuel bottle
the FID was re-zeroed and spanned. After the THC zero and span maneuvers, the THC span
deltas were near zero. CO, span deltas were between -0.02 and 0.04, while CO span deltas were
typically between -20 and 40 ppm. Because the PEMS were spanned with the reference span
gases used during baseline testing, bottle naming errors are not included span delta data set.
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FIGURE 126. PEMS 2 ENVIRONMENTAL BASELINE SPAN DELTA
MEASUREMENTS

Deltas observed during environmental baseline testing were likely caused by a number of
factors. For example, the PEMS analyzers were zeroed and spanned through the zero and span
ports on the front of the SEMTECH-DS instruments. When using the zero and span ports, the
reference gases bypassed the majority of the sample handling system, including the stainless
steel cooler, the coalescing filter, and the thermoelectric chiller. Using a pneumatic path to zero
and span the analyzers that was different than the path used during sampling may have caused
environmental baseline errors.

Zero and span maneuver errors were also captured during the baseline test. The ability of
the PEMS to zero and span accurately was captured during environmental baseline testing.
Although 8 zero events occurred for each PEMS during baseline testing, only one span event was
performed for NO, NO,, CO, and CO,. THC was spanned twice during baseline testing. As
discussed in the environmental error surface sections of the report, having only one span event
for each environmental test complicated the extraction of PEMS measurement errors caused by
environmental factors. Deltas caused by span errors were often larger than the delta data for an
environmental test, thus resulting in biases that were not related to the environmental condition
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being tested. The data for each environmental test and for each PEMS was therefore reviewed
before environmental error surfaces were calculated.

As discussed in the Environmental Test Procedure section of the report, a Sensors Inc. 5-
inch EFM was used to capture possible flow measurement errors due to environmental
disturbances. One end of the flow meter was capped to prevent air flow through the meter.
Throughout baseline testing, 30-second EFM flow rate averages were taken with each reference
gas observation. Shown in Figure 127, the observations were calculated as zero deltas for the
flow measurement system. Most 30-second mean measurements were below 0.6 scfm. Rated at
1700 scfm, the maximum observed flow meter error was less than 0.1 % of full scale. The
baseline EFM data was compared to the EFM data from other environmental tests to determine
flow measurement errors due to changes in environmental conditions.
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FIGURE 127. 5-INCH EFM ENVIRONMENTAL BASELINE ZERO DELTA
MEASUREMENTS

54  Temperature Chamber Testing

Temperature chamber testing was performed with three SEMTECH-DS devices to
quantify PEMS gaseous concentration and exhaust flow measurement errors due to changes in
ambient temperature. The temperature test was designed to simulate real-world temperatures
and changes in temperature. Therefore, the temperature profile used during testing nearly
matched the atmospheric temperature distribution of EPA’s 2002 National Emissions Inventory
(NEI) model. Taken from the Test Plan, Figure 128 shows the NEI temperature distribution as
well as the test cycle temperature distribution.
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FIGURE 128. TEMPERATURE HISTOGRAMS FOR NEI MODEL AND TEST
PROFILE

The ambient temperature profile used for chamber testing was defined by a series of
temperature ramps with soaking periods between each transition. As written in the Test Plan,
Table 81 and Figure 129 define the 8-hour ambient temperature profile used during the program.
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TABLE 81. TEMPERATURE TEST PROFILE DEFINITION

Ambient Temperature Test Sequence
Temperature Time Rate
Phase sC F in sc/min Comments
1 Soak 13.89 57 10 0.00 Cool in-garage pre-test PEMS operations
2 Ramp 13.89-5.00 57-23 5 -3.78 Leaving cool garage into cold ambient
3 Soak -5.00 23 5 0.00 Operating at cold temperature outside of vehicle
4 Ramp -5.00-12.78 23-55 145 0.12 Diurnal warming during cool day
5 Soak 12.78 55 40 0.00 Steady cool temperature during testing
6 Ramp 12.78-28.33 55-83 5 3.11 Return to hot garage on a cool day
7 Soak 28.33 83 52 0.00 Hot in-garage pre- post- test PEMS operations
8 Ramp 28.33-37.78 83-100 5 1.89 Leaving ho garage into hot ambient
9 Soak 37.78 100 8 0.00 Operating at hot temperature outside of vehicle
10 Ramp 37.78-22.22 100-72 100 -0.16 Diurnal cooling during hot day
11 Soak 22.22 72 60 0.00 Steady moderate temperature during testing
12 Ramp 22.22-13.89 72-57 5 -1.67 Return to cool garage on a moderate day
13 Soak 13.89 57 40 0.00 Cool in-garage post-test PEMS operations
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FIGURE 129. TEMPERATURE TEST PROFILE AND MOVING AVERAGE

Temperature testing was originally scheduled to be performed with a Thermotron Walk-
In temperature enclosure. The Walk-In chamber could easily house three PEMS devices,
therefore, temperature testing could be completed in one day. However, with the PEMS and
auxiliary hardware, it was unlikely the large Thermotron Walk-In would achieve the steepest
cooling ramps as defined in the Test Plan. Therefore, each PEMS was tested individually with a
smaller Thermotron SM-32 temperature control chamber, shown in Figure 130. The Thermotron
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SM-32 used liquid nitrogen for supplemental cooling, and achieved all target temperatures and
ramp rates.  The Thermotron SM-32 chamber housed the PEMS unit, EFM, and
temperature/relative humidity probe. The SEMTECH-DS heated sample lines, zero and span gas
lines, drain lines, and Ethernet cables were routed out of the chamber through ports on the
chamber sides.

:-_l;

- : §

FIGURE 130. THERMOTRON SM-32 TEMPERATURE CONTROL CHAMBER WITH
SUPPLEMENTAL LIQUID NITROGEN CYLINDER

Prior to executing the environmental temperature test, the PEMS were allowed to
thermally equilibrate while sampling ambient air for over one hour. The PEMS were then zeroed
and spanned at ambient temperature, approximately 23°C. The environmental temperature test
was then started by ramping to the initial temperature soak point as specified in the Test Plan.
During the 8-hour temperature test, the PEMS were automatically zeroed every hour. The
temperature control chamber was not paused during the test, therefore, zero events occurred at
the temperatures defined by the Test Plan’s temperature profile definition. Zero events occurred
near the hour markers shown in Figure 129. Similar to environmental baseline testing, zero,
audit, and span deltas were recorded by comparing the 30-second PEMS mean concentration
measurements to the reference gas concentrations. PEMS 3 performed temperature testing in a
Sensors Inc. environmental enclosure.

The zero deltas measured during the 8-hour temperature test are shown in Figure 131 for
PEMS 2. Mean temperature measurements from the PEMS temperature/relative humidity probe
are also shown in Figure 131. Analyzer zero drift caused by temperature variation was evident
throughout the temperature test. For example, during the steep temperature ramp at the
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beginning of the cycle, NO, NO,, and CO drifted downward. The zero maneuver at the end of
the first hour of operation corrected the negative zero drift. Positive zero drift was evident
during the 4" and 5™ hours of testing when the temperature was increasing aggressively. Again,
the hourly zero maneuvers continually corrected the zero drift. Slight negative drift occurred
during the last 3 hours of the 8-hour test, when the chamber temperature was decreasing. CO,
and THC measurements were largely unaffected by the temperature fluctuations experienced
during the environmental temperature test. Temperature data is included for all PEMS in
Appendix K. NO, NO,, CO, and CO, behaved similarly with the three PEMS units during the
temperature tests. THC measurements with PEMS 3 and 5 showed slightly more susceptibility
to temperature induced zero drift than PEMS 2.
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FIGURE 131. PEMS 2 ENVIRONMENTAL TEMPERATURE ZERO DELTA
MEASUREMENTS

Figure 132 shows the audit deltas measured during environmental temperature testing for
PEMS 2. For reference, the PEMS temperature probe mean measurement is plotted with the
audit delta values. During the first hour of the temperature cycle, the NO, audit measurement
drifted negative, similar to the zero measurement. The zero maneuver at the end of the first hour
of testing not only corrected the zero drift, but also corrected the negative audit drift. The NO,
audit delta remained between -5 and -10 ppm for the last 7 hours of the 8-hour test. NO audit
deltas were between -10 and 10 ppm throughout the test. The THC audit deltas appeared
unaffected by temperature variation; however, the THC audit delta was near 20 ppm for the first
half of the test. After replacing the FID fuel bottle and zeroing and spanning the FID, the audit
deltas were below 10 ppm. CO and CO, temperature audit deltas were similar to the audit deltas
observed during baseline testing. As seen in Appendix K, the audit delta behavior was similar
between the PEMS, with PEMS 3 and 5 showing slightly more THC temperature drift.
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FIGURE 132. PEMS 2 ENVIRONMENTAL TEMPERATURE AUDIT DELTA
MEASUREMENTS

Figure 133 shows the span deltas for PEMS 2 during the temperature test. NO, span
deltas were minimal, generally within £5 ppm. NO, CO, and CO, span deltas were similar or
slightly more variable than the span deltas observed during baseline testing. PEMS 2 THC span
deltas showed large perturbations that followed a trend similar to the temperature profile. PEMS
3 and 5 also showed THC span deltas that were larger than the baseline test span deltas. An
explanation offered by Sensor Inc. in regard to the large PEMS 2 THC span delta measurements
was that the FID drain pressure may have been slightly elevated. The FID is sensitive to drain
backpressure, which may have been slightly elevated due to the extended length of the drain
lines during temperature testing. The Steering Committee elected to accept the temperature data
although the THC span delta data may have been influenced by the test setup. Due to the low
THC levels of the reference NTE events used in the Model, the THC span deltas would never be
used in the Model calculations. Because the NO, NO,, CO, and CO; temperature delta data was
sound, and the THC span delta would not influence the Model, it was decided not to repeat the
temperature testing.
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FIGURE 133. PEMS 2 ENVIRONMENTAL TEMPERATURE SPAN DELTA
MEASUREMENTS

A Sensors Inc. 5-inch EFM also underwent environmental temperature testing. The flow
meter with pressure transducer enclosure was placed in the temperature chamber during the 8-
hour test. Similar to baseline testing, one end of the EFM was capped to prevent air flow
through the meter. Figure 134 shows the 30-second mean flow meter measurements during the
temperature test. The zero deltas observed during temperature testing largely resembled the
EFM deltas recorded during baseline testing. Two periods midway through the temperature test
showed slightly increase EFM measurements. One perturbation occurred after the 150" mean
delta measurement, while the other occurred between observation number 200 and 250. The
deviations from zero were small, with the maximum zero error under 0.3 % of the EFM’s rated
flow range of 1700 scfm.

SwRI Report 03.12024.06 Page 199 of 371



5.0

- ®
| I S T T T ———
X3
E 35
3, *
o 3.0 °
= L J
@
B 2B
5 XS
2 *
% 2.0 3 *
% 2.0 * *
< * * o
& 15 3 . PN
3 3
. ey . *
1w s % o 06 &, 4 S S A
LN LD { . .
¢ o ° *
. * 828 oo o 40
051 o8-~~~ - o 2 $8 ¢ _ - S CETVETTY S
*» X3 . O\
° L 3 oo 8
. 0“’" 0“0 %3 “Iv"' AR S », " ’.0¢= m& . \a’ﬂ
0.0 A
0 50 100 150 200 250 300 350

Exhaust Flow Meter Zero Observation

FIGURE 134. 5-INCH EFM ENVIRONMENTAL TEMPERATURE ZERO DELTA
MEASUREMENTS

5.4.1 Temperature Error Surface Generation

Because the temperature test was designed to simulate real-world temperatures and
changes in temperature, the deltas measured during temperature testing were randomly sampled
in the Model. However, it was assumed that temperature chamber testing would inherently
include the bias and precision errors recorded during baseline testing. Therefore, the bias and
variability errors measured during baseline testing were used to correct the measurement errors
generated during each environmental test.

The initial step in generating the temperature error surfaces was to correct each
temperature measurement error for any bias measured during baseline testing. This discussion
focuses on NOy concentration, however, the same process was applied to each gaseous emission.
The median baseline NOy delta was calculated for each PEMS at the zero, audit, and span levels.
The median baseline deltas were subtracted from each delta measured during temperature
testing. For example, the PEMS 2 median baseline zero delta was subtracted from each PEMS 2
delta recorded during temperature testing. A similar procedure was performed for the audit and
span deltas. The median environmental baseline NOy concentrations for PEMS 2, 3, and 5 are
shown in Table 83. To remove the baseline variability from the temperature test data,
multiplicative scaling factors were calculated. The median absolute deviation (MAD) was
calculated for each baseline delta data set as well as the bias corrected temperature delta data set.
Scaling factors were calculated using the equation below. The scaling factors, shown in Table
82, were multiplied to each bias corrected temperature delta to reduce the variability of the data.
Similar to the bias correction, the variability correction was performed for each PEMS and at the
zero, audit, and span levels.
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TABLE 82. MEDIAN ENVIRONMENTAL BASELINE NOx CONCENTRATIONS AND
ENVIRONMENTAL TEMPERATURE SCALING FACTORS

Median NOx
Baseline NOx| Temperature
Delta Scaling Factor
[ppm]
PEMS 2 0.9 0.85
Zero PEMS 3 2.3 0.66
PEMS 5 3.2 0.77
PEMS 2 -6.1 0.90
Audit PEMS 3 -6.3 0.93
PEMS 5 -10.5 0.88
PEMS 2 -2.9 0.94
Span PEMS 3 -4.7 0.91
PEMS 5 -7.5 0.97

Figure 135 through Figure 137 show the corrected zero, audit, and span NOy temperature
deltas for each PEMS. The corrected temperature deltas for all gaseous emission can be found in
Appendix K. The trends of the NOy deltas measured during temperature testing could be linked
to changes in temperature by comparing the deltas with the chamber temperature profile. Also,
the 3 PEMS showed similar NOy delta patterns, indicating a susceptibility to ambient
temperature. Therefore, inclusion of the NOy temperature error surface was justified. CO, CO,,
and NMHC delta trends were not as easily linked to changes in temperature. Also, the CO, CO,,
and NMHC delta patterns for the 3 PEMS were not as tightly matched as for NOx. Therefore, it
was not clear whether the CO, CO,, and NMHC deltas were caused by the ambient temperature
test or by some other factors. This problem was presented to the Steering Committee. After
review of the data and recommendations by SwRI, a decision was reached to include temperature
error surfaces for all of the gaseous emissions. Justification for the inclusion of all pollutants
included the following.

1. The variance of the temperature data was generally larger than the baseline data,
indicating an ambient temperature susceptibly.

2. The deltas from one or more PEMS showed a subtle correlation to the chamber
temperature profile.

3. There was slight agreement of the delta patterns between PEMS, indicating a common
error source.
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FIGURE 137. ERROR SURFACE FOR ENVIRONMENTAL TEMPERATURE NOx
CONCENTRATION SPAN DELTA MEASUREMENTS

The baseline corrected deltas were sampled randomly in the Model. The Model was
initially programmed to randomly sample 360 zero, audit, and span observations for each PEMS.
With temperature data for 3 PEMS, the Model was programmed to use 1080 zero, audit, and
span deltas. PEMS 2 data was used for observation 1 to 360, PEMS 3 data was used for
observation 361 to 720, and PEMS 5 data was used for observation 721 to 1080. However,
during temperature testing, only 216 zero observations, 72 audit observations, and 72 span
observations were recorded for each PEMS. The data for each PEMS was expanded by
repeating delta observations to generate 360 zero, audit, and span observations for each PEMS.
The final NOy error surface for environmental temperature testing is shown in Figure 138. Final
temperature error surfaces for CO, CO,, and NMHC can be found in Appendix K.
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FIGURE 138. FINAL ERROR SURFACE FOR ENVIRONMENTAL TEMPERATURE
NOx CONCENTRATION

For each cycle of the Model, a number from 1 to 1080 was randomly selected. At the
selected observation, zero, audit, and span delta values were sampled. Based on the
concentrations of the reference NTE events, delta values were linearly interpolated from the
zero, audit, and span delta data.

On occasion, the variance measured during environmental baseline testing was greater
than the variance measured during temperature testing. During these instances, a scaling factor
could not mathematically be calculated. Therefore, each delta observation was set to the
difference between the median delta value measured during temperature testing and the median
delta value measured during the environmental baseline testing. An example of this correction is
shown in Figure 139 for CO span deltas.
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FIGURE 139. CORRECTED CO DELTAS MEASURED DURING ENVIRONMENTAL
TEMPERATURE TESTING

It was later decided that if the variance of the baseline test exceeded the variance of the
temperature test, it was unlikely the changes in ambient temperature adversely affected the
performance of the PEMS. Therefore, the bias differences captured by the subtraction of the
temperature and baseline median deltas are not likely due to changes in ambient temperature.
Following this argument, all delta observations in the final errors surfaces were set to zero if the
baseline MAD exceeded the temperature test MAD. An example of this correction is shown in
Figure 140 for CO.
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FIGURE 140. FINAL ERROR SURFACE FOR ENVIRONMENTAL TEMPERATURE
CO CONCENTRATION

A temperature error surface was also generated for exhaust flow rate. Similar to the
gaseous concentration error surfaces, the temperature exhaust flow rate data was corrected for
the bias error and variance recorded during baseline testing. The baseline correction process was