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Appendix A.  QRVA Proposed Methodology 

The proposed methodology recommended for application of the RHFSF QRVA is 
presented in this section.  Much of the general information presented in this section is an 
adaptation of the basic methodology presented in NUREG/CR-2300 (Reference A-1). 

A.1.  Internal Events QRVA for Loss of Fuel Inventory Control 
(Level 1) 

This section presents the proposed methodology for the Level 1 QRVA focusing on loss 
of fuel inventory control within the RHFSF due to internal events.  If not determined in 
the QRVA activities, then the analysis scope and boundaries determination tasks 
outlined in Section 1.6 must be performed prior to other QRVA activities. 

A.1.1.  Information Collection 

Quantitative risk and vulnerability assessments are broad, integrated studies requiring 
large amounts of information.  The information that is required depends on the scope of 
the analysis and falls into three broad categories: 

1. Facility Design, Site, Operation, Maintenance, and Testing Information
2. Generic and facility-Specific Data
3. Documents on QRVA Methods

A Level 1 analysis requires available safety analysis reports, piping, electrical, and 
instrumentation drawings; descriptive information about the systems of interest, and test, 
maintenance, operating, and administrative procedures.  This information is needed to 
give the analyst a set of documents on facility design and operation that is as complete 
as possible.  Other studies performed on the facility may also prove useful.  Most 
important are discussions with design engineers and facility personnel, which should be 
held throughout the QRVA to ensure that the information used in the analysis is accurate 
based on the as-built, as-operated facility.  In addition to design information, analysts 
need both generic and facility-specific data on the occurrence of initiating events, 
component failures, and human errors.  The analysts should refer to this work plan for 
guidance on the performance of the analysis. 

The additional information needed for a Level 2 analysis includes more detailed design 
information on facility containment systems and structures.  The information on the 
structural design of the containment systems and structures should include dimensions, 
masses, and materials. 

If external events are to be analyzed, considerably more information will be needed, 
depending on the external events to be included.  For example, detailed structural 
information as well as data on the seismic design of the facility and the seismicity of the 
site are needed for a seismic risk analysis.  Information about the compartmentalization 
of the facility is necessary to analyze susceptibility to fires and floods. 
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A.1.2.  Facility Familiarization and Information Review 

Before the detailed analytical work can begin, it is necessary for the QRVA team to 
become familiar with the design, operation, and maintenance of the facility.  All team 
members should become as familiar as possible with all aspects of the facility to help 
ensure that function and system dependences are appropriately considered throughout 
the QRVA activity. 

A large amount of facility information must be collected and organized for a risk 
assessment.  To facilitate this task, a formalized system for data acquisition and tracking 
should be established.  It is preferable to assign data management to one team member 
who has overall responsibility for cataloging data, controlling the information within the 
QRVA project team, as well as documenting all requests for additional information and 
correlating responses. 

A focal point for coordinating information on facility operation should also be designated.  
This should preferably be a person who is a senior employee of the operating facility and 
is located at the facility site.  This person will coordinate all data requests with cognizant 
onsite personnel and assist in expediting the collection of operational and maintenance 
information. 

Much of the detailed information is needed for review only it is reduced or reformatted for 
specific uses during the analysis.  Information on overall facility functions and 
performance that is synthesized from the overall data set should be collected in a single 
information source supporting event-tree development and the integrated assessment.  
Information on individual systems should be organized, updated, and retained in the 
system-analysis notebooks. 

Specific types of facility documentation that are necessary for the analysis can be 
defined at the outset.  This information is supplemented by detailed data requests 
formulated as the study progresses.  An important part of the information is obtained 
from facility visits and interviews with operations and maintenance personnel.  These 
visits should be coordinated to optimize the flow of information to the QRVA study team 
and its use in specific study activities. 

A partial list of the sources of information needed to support the task of 
accident-sequence definition is given in Appendix A of NUREG/CR-2300.  An attempt 
was made to relate the data to three major study activities, even though many of the 
data sources have a general application.  The safety analysis report for the facility may 
contain a significant amount of information pertinent to a QRVA.  However, the use of 
this information must be carefully considered, particularly in those areas where minimum 
requirements for equipment configurations or criteria for meeting functional requirements 
are derived.  Requirements reflecting building code criteria may be overly conservative 
for a realistic QRVA.  Conversely, in important activities like defining success criteria, 
care must be exercised not to use information that cannot be properly documented and 
justified. 

Additional sources of valuable information are documented risk assessments of similar 
facilities.  An attempt should be made to obtain available documentation of applicable 
QRVAs.  Care should be exercised, however, in reviewing and applying such information 
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because the specific objectives, analytical assumptions, or analytical approaches of 
another study may have been different. 

The information sources in Appendix A provide a foundation for study and initial 
facility-modeling activities.  All team members should become familiar with the basic 
safety functions necessary to prevent facility damage or to mitigate its consequences 
and the systems that perform these functions.  They must also know the events that 
initiate potential accident sequences as well as the success criteria for functions and 
systems.  During the facility-familiarization process, the QRVA team investigates those 
facility-level characteristics to become thoroughly familiar with the key elements 
(i.e., safety functions, initiating events, function and system success criteria) that are 
fundamental to all subsequent study activities. 

As already mentioned, a QRVA entails a substantial effort in information collection and 
management.  The appointment of a data manager and an organized method for 
cataloging and controlling information will greatly enhance the efficiency and orderly 
conduct of the study. 

The facility-familiarization process cannot be strictly specified, as it consists of numerous 
activities all aimed at gaining an understanding of the facility and its operation.  
However, some generalized tasks and documentation activities can be pointed out. 

An early task in any QRVA is the identification and listing of the frontline systems 
(i.e., the systems that directly perform the safety functions and thereby have a direct 
impact on the course of a potential accident) and the support, or auxiliary, systems that 
are associated with each frontline system.  Since an understanding of the interactions 
between systems and the dependence of one system on another is vitally important to 
any QRVA activity, an overview of system operations should be performed to identify 
dependences between frontline and support systems. 

Initial information on accident-initiating events can be obtained from generic lists and the 
operating history of the facility.  The operational responses of the facility, as documented 
in safety analysis reports and available transient analyses, should be carefully reviewed.  
All of the information can be brought together in the facility and systems notebook, which 
will be updated as the study progresses. 

In addition, it may be desirable to systematically perform a preliminary qualitative 
analysis of each system that might either initiate or affect accident sequences.  A 
comprehensive list of facility systems is drawn up, and a partial analysis is performed for 
each system on the list. 

A detailed analysis should be made later only for selected systems found to be important 
through further analysis.  Some systems that are not important to mitigation can initiate 
accident sequences.  A preliminary systems analysis can thus be a vital step in the 
search for initiators, helping to ensure completeness in the definition of accident 
sequences. 

If this approach, a preliminary qualitative analysis, is taken, a partial system 
description (PSD) is written for each system.  These PSDs document the information on 
which the importance of the system (i.e., its role in the initiation and mitigation of 
sequences) is based.  The PSDs for systems found to be not important need not be 
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developed any further.  The PSDs for systems that are analyzed in detail will become 
part of a complete system-description notebook. 

Facility familiarization provides baseline information for starting the definition of accident 
sequences and the modeling of facility systems.  Initial requirements for the types and 
number of event trees should be developed and documented, key systems should be 
identified, and their success criteria should be defined.  The team of analysts will be 
loosely divided into two groups, one concerned with sequence definition and the other 
with system modeling.  These activities can begin concurrently, with maximum attention 
given to interaction and communication between the two groups.  Although the two 
activities are distinct, an analyst may be involved in both of them, further enhancing his 
overall understanding of the assessment. 

It is during the facility-familiarization process that the QRVA team becomes familiar not 
only with the facility but also with the different analytical tasks to be performed and the 
role that each team member will play.  It is important that team members understand the 
basic methods associated with their portion of the assessment and how their activity is 
integrated into the overall QRVA process. 

A.1.3.  Definition of Safety and Fuel Release Protective Functions 

The functions that must be performed to control the sources of energy in the facility and 
the fuel release hazard are called “safety functions”.  The concept of safety functions 
forms the basis for selecting accident initiating events and delineating potential facility 
responses.  Generally, safety functions are defined by a group of actions that prevent 
loss of fuel inventory control, prevent fuel containment failure, or minimize fuel releases.  
Such actions can result from the automatic or manual actuation of a system, from 
passive system performance, or from the natural feedback inherent in the design of the 
facility. 

Safety functions can be defined in many different ways, depending on the facility type, 
the system design, the timing of system responses, and the preference of the analyst.  
Typically, safety functions can be considered within a certain hierarchical framework.  
This kind of logic illustrates the logic used in structuring the basic safety functions for the 
facility under evaluation. 

Definition of the necessary safety functions forms the preliminary basis for grouping 
accident-initiating events.  It also provides the structure for defining and grouping 
systems in order to define a complete set of system responses and interactions for each 
class of accident-initiating events. 

Additional distinction may be needed in the definition of safety functions to differentiate 
between classes of initiating events. 

A.1.4.  QRVA Bases and Assumptions 

Throughout the analysis, it is important to apply and document realistic bases, 
assumptions, and criteria.  When information is lacking or controversy exists, it may be 
necessary to introduce conservatisms or evaluate bounds, but the goal of the QRVA 
should be to produce as realistic an analysis as possible, as this approach best supports 
realistic and accurate prioritization of resources regarding risk management. 
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A.1.5.  Initiating Events Analysis 

The objective of event tree development is to define a comprehensive set of accident 
sequences that encompasses the effects of all realistic and physically possible potential 
accidents involving loss of fuel inventory control at the facility.  By definition, an initiating 
event is the beginning point in the sequence.  Hence, a comprehensive list of 
accident-initiating events must be compiled to ensure that the event trees properly depict 
all important sequences. 

The selection of initiating events for inclusion in event trees consists of two steps: 

1. Definition of possible events. 

2. Grouping of identified initiating events by the safety function to be performed or 
combinations of system (including human action) responses. 

A clear understanding of the general safety functions and features incorporated into the 
facility design, supplemented by the preliminary system reviews, will provide the initial 
information necessary to select and group the initiating events. 

Two approaches can be taken in identifying the accident-initiating events.  One is a 
comprehensive engineering evaluation, taking into consideration information from 
previous risk assessments, documentation reflecting operating histories, and 
facility-specific design data.  The information is evaluated and a list of initiating events is 
compiled, based on the engineering judgment derived from the evaluation.  Another 
approach is to more formally organize the search for initiating events by constructing a 
top level logic model and then deducing the appropriate set of initiating events.  Portions 
of each approach can be effectively used as appropriate to define and display the 
accident-initiating events.  The two approaches are described below in Sections A.1.5.1 
and A.1.5.2. 

A.1.5.1.  Engineering Evaluation 

The focus of a QRVA for an underground storage tank (UST) facility is the loss of UST 
inventory control and associated release of UST contents outside the facility boundaries; 
e.g., outside the facility property.  There are two major types of accidents with the 
potential for loss of inventory control: transient events and direct loss of inventory 
accidents (LOIA).  The identification of accident-initiating events can be done by making 
a list of potential facility-specific events for each of the two types of potential accidents. 

Although each type of accident can be treated separately in developing a list of initiating 
events, it must be recognized that certain transient sequences can result in the loss of 
UST inventory.   

The fuel storage and transfer system and its interfaces with other systems should be 
surveyed to determine all possible breaks (ruptures) that could result in a loss of UST 
inventory.  A complete spectrum of LOIA sizes, or breaks, in the UST and interfacing 
systems should be considered.  Typically the number of LOIA types can be reduced to 
three or four break sizes, grouped by mitigation requirements, each requiring a separate 
event tree.  The size and the location of the break are the two important parameters to 
be considered in selecting LOIA-initiating events. 
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In addition to the search for tank and pipe breaks, it is also important to survey the UST 
interfacing systems for the potential of inventory loss by other means.  A systematic 
search of the fuel pressure boundary should be performed to identify any active 
elements that could fail or be operated in such a manner as to result in an uncontrolled 
loss of fuel inventory.  Particular attention should be paid to elements such as safety 
relief valves, whose failure to reclose could result in a loss of UST or piping inventory 
that might be induced by a transient. 

Transient initiators are more complex events and thus more difficult to characterize for 
event-tree development.  Some generic lists exist that provide general guidance on what 
types of transient events should be considered in formulating potential UST loss of 
inventory control event sequences.  However, in using such lists, care must be taken to 
ensure that the events chosen are properly defined for the grouping and modeling of 
potential accident sequences.  Any such generic list must be checked for applicability to 
a specific facility before it is used and should not be regarded as a complete or 
exhaustive set of potential initiating events.  If the facility under consideration has a 
history of operation, as does the RHFSF, all available information on the occurrence of 
transient events should be used to supplement the generic data. 

The accident-initiating events must be grouped by safety function or system response.  
This reduces the number of event trees needed to represent all initiating events.  All 
initiating events in a given group would require the same set of system actions.  The 
groups of events can be further refined by examining specific system responses and 
associated temporal considerations.  Event-tree development is very much an iterative 
process.  The identification and grouping of initiating events will be modified and updated 
as information from subsequent task elements is refined. 

A.1.5.2.  Master Logic Diagram (MLD) Development 

A summary fault tree, or master logic diagram, can be constructed to guide the selection 
and grouping of accident-initiating events and to ensure completeness. 

The event “excessive offsite release” of UST contents can be the top event.  The events 
in the MLD are identified by the level they appear in the tree, with the top being Level 1.  
The use of levels is an ordering technique to assist in locating events by approach to an 
offsite release.  The strategy is to achieve completeness of events by level. 

When the diagram proceeds downward in levels, equipment failures or misoperations 
that could threaten each safety function are identified.  A comprehensive listing of such 
events should define all important accident-initiating events. 

The initiating events defined by the MLD are already grouped by the safety function they 
most threaten.  However, “safety function most threatened” is usually not sufficiently 
descriptive to serve as the sole means for grouping initiators.  Usually, a further 
breakdown according to more specific mitigating-system requirements is necessary. 

A.1.5.3.  Initiating Event Category Definition 

In general, there are two fundamental high-level categories or groups of initiating events 
considered for an UST QRVA.  These are direct “loss of inventory accident” events that 
occur from tank or pipe ruptures or breaches or from isolation valve failures directly 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

A-7 
 

associated with containment of UST contents (fuel, in this case), and “transient” events 
that can lead to loss of inventory control.  An example of a transient event could be a 
loss of electric power event or a control circuit hot short event that can lead to one or 
more isolation valves failing in the open position.  Experience has shown that, in QRVA, 
it is prudent to group or categorize initiating events in accordance with how they would 
likely be addressed, controlled, or mitigated via facility or system automatic response 
actions and/or via human (operator) response actions to the initiating event.  This 
approach supports consistent, logical accident sequence analysis for the QRVA. 

A.1.5.4.  Initiating Event Frequency Determination (see Data Analysis) 

After the initiating event categories have been determined, the frequencies of individual 
initiating events and initiating event groups to be quantified must be determined.  The 
first step in this process is generally accomplished via selection of generic initiating 
event frequency values from a generic data source for initiating events, such as the 
OREDA 2015 Handbook (Reference A-2) or NUREG/CR-6928 (Reference A-3).  These 
generic initiating event frequency values, presented in the form of probability density 
distributions, are then updated using facility-specific experience data, via application of a 
Bayesian updating technique (see Data Analysis for additional information).  The final 
updated probability distributions for the initiating event frequency values are then applied 
during the event sequence quantification process of the QRVA. 

A.1.6.  Event Sequence Analysis 

Once accident-initiating events have been identified and grouped, it is necessary to 
determine the response of the facility to each group.  Two distinct methods for evaluating 
facility response are described here.  One uses a function event tree as an intermediate 
analytical step for sorting out the complex relationships between accident initiators and 
system responses.  The other method employs a detailed event-sequence analysis to 
explicitly define the response of key facility systems. 

Detailed information on facility functions, systems, and operational schemes is required 
to identify expected responses and define criteria for successfully meeting the identified 
challenges.  The facility-response evaluation determines how realistic or conservative 
the study will be.  If information from the safety analysis report is used, its conservative 
bias must be taken into account.  It is important to apply the most realistic information 
available in terms of the pressure, temperature, flow rates, and timing characteristics 
associated with systems designed to respond to accident-initiating events.  Such 
information can be derived from analyses of transients by the facility or vendor-supplied 
calculations that can be justified and referenced. 

A.1.6.1.  Event Sequence Diagram (ESD) Development 

Event sequence analysis is another method used to identify the complex relationships 
between accident-initiating events and detailed system responses.  Event sequence 
diagrams are developed for each group of initiating events.  The ESD is an analytical 
tool intended to facilitate the collection and display of information required for developing 
system event trees.  Its objective is to illustrate all possible success paths from a 
particular accident-initiating event to a stable safe condition. 
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The ESDs tend to include a significant amount of design and operational information 
relative to the potential success paths.  Their construction is an iterative process with 
input from various QRVA team members, particularly those who have transient analysis, 
operational, and simulator experience. 

One useful aspect of the ESD is its capability to document the assumptions used in an 
event-tree analysis.  The ESD can be very detailed, explicitly showing all the sequence 
options considered by the analyst.  When simplifying assumptions are made in the event 
trees to facilitate quantification and to render the logic more tractable, the ESD can be 
used to demonstrate why such assumptions are believed to be bounding (conservative) 
or probabilistically justified. 

In accomplishing a safety function, the effectiveness of a particular success path noted 
on an ESD depends in general on what systems are operable in the facility and on 
whether or not the process variables are within the design range of the particular system 
or subsystem.  The method of accomplishing a safety function depends on the state of 
the facility at the time of an event, as affected by the event, the operator, and system 
actions. 

Figure A-1 shows a portion of one type of ESD.  Each block represents a system 
performing a mitigating action, as indicated by the description on the right.  Each action 
is initiated by the signals shown in the circles coming into the block from the left.  Manual 
actuation of the system is indicated by the “M” in the bottom of the action block.  Blocks 
without an “M” indicate automatic actuation.  All actions appear in approximate temporal 
order. 

The line that branches off from the heavy line above each block in Figure A-1 indicates 
an alternative success path given that the expected mitigating action has failed or has 
failed to be performed.  As many possible alternative success paths as are available are 
shown to the right of each expected action.  After the various alternatives (usually safety 
and nonsafety actions within the normal design bases) are tried and none succeed, 
then an oval is used to indicate special conditions like “failure to scram” or “excessive 
cooldown”.  The systems required to mitigate these special conditions are shown on 
another page of the ESD, as indicated by the transfer symbol on the oval. 
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Figure A-1.  Excerpt from an Event-Sequence Diagram 
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In addition to documenting the agreement on the expected facility response to each 
initiating event, event-sequence analysis delineates the required operator/system 
interactions for the human-factors evaluation.  The ESDs also help disseminate 
information to all project participants about how the facility has been assumed to 
respond to initiating events and helps in coordinating the development of accident 
sequences by documenting for the systems analyst which systems in the system event 
trees must be further analyzed. 

A.1.6.2.  Event Tree Development 

The accident sequences associated with each initiating event can be fully delineated on 
the basis of a clear understanding and evaluation of the facility response to each type of 
initiating event.  This delineation of sequences is accomplished by developing detailed 
system event trees.  As described in this section, system event trees can be developed 
from either function event trees or event sequence diagrams, but the method used for 
accident-sequence quantification depends on the approach followed in developing the 
trees.  Event trees developed from function event trees are quantified by the method of 
fault-tree linking, whereas event trees developed from sequence diagrams are quantified 
by using the method of event trees with boundary conditions.  For the RHFSF QRVA, it 
is anticipated that the event sequences will be quantified applying the method of event 
trees with boundary conditions. 

Figure A-2 is a symbolic representation of an event tree.  Arrayed across the top are the 
various systems or safety functions.  At the left, we enter the tree with the occurrence of 
an initiating event, and then ask, “Does A work, or not?”  The tree branches at this point, 
with the upper branch representing “A works” and the lower branch representing “A 
fails.”  Some event tree software packages (e.g., RISKMAN) permit multiple branches 
(i.e., three or more) under a single top event.  This example illustrates the simplest case, 
where each branch is binary.  At System B, there is another branching, and so on.  Note 
that some systems of the facility may be bypassed; that is, not questioned, because of 
events that occurred previously in an event sequence. 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-11 
 

 

Figure A-2.  Simplified Facility Event Tree 

In this way, each path through the tree represents a scenario—sequence of events 
beginning with the specified initiating event and leading to a damage state, represented 
by the symbol “Y”.  The various branch points arrayed across the top of the event tree 
(A, B, C, etc.) are referred to as top events. 

A given system may be represented by several different top events.  For example, Top 
Events A, B, and C could represent three different trains of a three-train auxiliary 
feedwater system.  Alternatively, Top Events A and B could represent different functions 
performed by a single system; e.g., high-pressure injection and high-pressure 
recirculation cooling. 

Each path through an event tree is characterized by the particular entry state or initiating 
event and by the failed or successful systems along that path.  Thus, for example, in the 
simplified facility event tree shown in Figure 2-1, the scenario 

S = I A B  C   D

(represented by the darkened line in the diagram) consists of initiating event or entry 
state “I”, followed by the success of Top Events A and C, and the failure of Top Events B 
and D. 
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The frequency of this scenario may be written as 

f(S) = f(I) f(A:I) f( B :I, A) F(C:I, A, B ) F( D :I, A, B , C) 

where the failure fractions (i.e., f( B :I, A) and F( D :I, A, B , C)) are called split 

fractions.  For example, f( B :I, A) represents the fraction of all sequences at Node B1 
that take the lower; i.e., failure) branch at this point.  (The fraction of sequences at that 
node that result in success is simply equal, of course, to one minus the failure fraction.  
Thus, there is no need to define separate split fractions for success and failure). 

Note that a split fraction can be viewed as a special case (or particular manifestation) of 
the top event to which it corresponds.  Thus, f( B :I, A) which is the failure fraction of Top 

Event B when Top Event A succeeds, may take on a different value from f( B :I, A ), the 
corresponding split fraction conditional on the failure of Top Event A.  This might be the 
case, for example, if Top Event A represents a support system (e.g., electric power or 
service water) that is needed for the success of Top Event A. 

To summarize, the basic building block in the event tree approach to risk analysis is the 
top event that represents a system, subsystem, or safety function.  Each top event, in 
turn, is characterized by one or more split fractions, which defines the numerical values 
of the failure probability associated with that top event along different paths in the event 
tree; i.e., conditional on the success or failure of all previous top events. 

Event tree analysis software codes, such as RISKMAN, process the event trees built 
from systems analyses, and calculate the frequency of sequences contributing to the 
various damage states. 

A.1.6.2.1.  Functional Event Tree Development 

The use of function event trees to evaluate facility responses requires the development 
of an event tree that orders and depicts safety functions according to the mitigating 
requirements of each group of initiating events.  The headings of the function event tree 
are statements of safety functions that can be translated in terms of the systems 
performing each function.  Success criteria are then defined for each of these systems.  
This stepwise process provides the information needed for preparing the more detailed 
system event trees that delineate the system accident sequences. 

Function event trees are developed for each group of initiators because each group 
generates a distinctly different facility response.  The function event tree is not an end 
product it is an intermediate step that provides a baseline of information and permits a 
stepwise approach to sorting out the complex relationships between potential initiating 
events and the response of mitigating features.  It is the initial step in structuring facility 
responses to accident conditions in a temporal format.  The top events of function event 
trees are eventually decomposed into statements of system operation or unavailability 
that can be quantitatively measured. 
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In constructing the event tree, the analyst considers the functions required to prevent 
loss of fuel inventory control, potential consequences, and the relationships between 
safety functions. 

The function event tree serves as a guide for the development of system event trees.  
The determination of potential facility damage and/or consequences in the system trees 
must be consistent with the basic results of the function event trees. 

Each safety function that is an event-tree heading is performed by a collection of 
systems.  Some systems may perform more than one function or portions of several 
functions, depending on facility design.  It is necessary to determine which systems are 
required to successfully perform each safety function to establish the headings of the 
system event tree. 

Some safety functions will be performed by different systems, depending on the 
accident.  Information about the level of detail to which the systems are specified is fed 
iteratively back into the classification of accidents.  For example, the control of fuel 
inventory may require only a few selected systems. 

Definitions of joint operation will assist in eliminating meaningless sequences.  
Response-time definitions will help determine the order of the headings.  The required 
complement of equipment for each system will reveal when failure in one mode of 
system operation will not induce a failure in a subsequent mode.  This system-success 
information along with the functional relationships will determine which sequences are to 
be included in the system event tree. 

A.1.6.2.2.  System and Train Level Event Tree Development (including event tree top event 
definition, ordering, split fraction definition, end state definition, binning, etc.) 

After extensive review by operational and administrative personnel, the actions noted on 
the ESDs are grouped to define event-tree headings.  The headings are selected for the 
following reasons: 

1. To show what safety function or system failures will produce each facility damage 
state. 

2. To display important dependences. 

3. To group facility systems to facilitate the calculation of accident sequence 
frequencies. 

In deciding how to group the ESD actions into event-tree headings, the following 
guidelines are applied: 

1. Use a minimum number of event-tree headings consistent with the reasons for 
choosing the headings as described above. 

2. If an event-tree heading affects only one other heading, roll them together into a 
single heading. 
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3. Have only one failure effect come from each event-tree heading. 

If an event-tree heading significantly affects the boundary conditions on two or more 
other headings, keep it separate. 

Usually the event-tree headings are single systems or parts of systems, either frontline 
or supporting, as this allows the effect of the failure of each system to be more clearly 
defined.  Sometimes, in an effort to simplify the tree, the heading may be “too much” or 
“too little” of a safety function.  The reason for including more than one system in a 
heading is to minimize the number of event-tree branch points from which both branches 
lead to the same facility damage state.  This helps to minimize the number of branches 
in the event tree.  Minimizing the number of branches generally clarifies the message 
transmitted by the event tree. 

Since the ESD has been used to trace out each sequence on a system level before the 
development of the event tree, the event tree does not have to be used for this purpose.  
Most of the failures that are important to loss of fuel inventory control have already been 
identified on the ESD, and the important ones can be summarized on the event tree. 

A.1.6.2.3.  Definition of System Success and Failure Criteria 

The definition of functional success in terms of systems will include primarily the 
engineered safety features of the facility.  However, other systems may also provide 
necessary or backup mitigating actions. 

Support systems, such as electric power, do not directly perform the required safety 
functions.  However, they could significantly contribute to the unavailability of a system 
or group of systems that perform safety functions.  Therefore, it is necessary to define 
the support systems for each frontline system and to include them in the system 
analysis. 

Specific success criteria for each system that performs safety or support functions must 
be established.  In addition to a performance definition (e.g., flow rate, response time, 
trip limits), these success criteria must be stated in discrete hardware terms, such as the 
number of required pumps, flow paths, instrument trains, or power buses.  This 
hardware definition will support the fault-tree analysis of systems and the construction of 
the system event trees.  The system-success criteria should also, as appropriate, 
address the joint operation of systems.  For example, for some initiating events at a 
boiling water reactor (BWR), low-pressure makeup systems can be used only in 
conjunction with depressurization systems. 

Definitions of joint operation will assist in eliminating meaningless sequences.  
Response-time definitions will help determine the order of the headings.  The required 
complement of equipment for each system will reveal when failure in one mode of 
system operation will not induce a failure in a subsequent mode.  This system-success 
information along with the functional relationships will determine which sequences are to 
be included in the system event tree. 

Each heading in the system event trees must eventually be quantified.  In many cases, 
detailed system models must be developed to determine the likelihood of system failure.  
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To support the detailed system modeling, each event-tree heading that is to be further 
developed must be translated from the system-success criteria previously developed 
(Section 3.4.3.1 of NUREG/CR-2300) to a statement defining the criteria for system 
failure. 

The system models for event-tree headings require exactly defined failure criteria, which 
are based on the success criteria defined for each event-tree heading.  In this context, 
failure and success criteria are not exact opposites of each other because previous 
failures in the accident sequence may dictate that either some part of the system is 
already unavailable or that different system components must operate.  Each 
system-failure criterion is defined as part of an event-tree sequence, consisting of the 
previous successes or failures of other systems, that leads to the definition of boundary 
conditions on the system's operation.  Sometimes these boundary conditions affect the 
fault-tree top event and thus the fault-tree logic.  Therefore, different system-failure 
criteria may have to be identified for each event-tree heading under each boundary 
condition on the system(s) in that heading. 

The system-success criteria are based on a calculation of the facility response to 
postulated conditions. 

Data are required to support the adoption of specific success or failure criteria.  The best 
sources of such data are those analyses that have been done under realistic 
assumptions about system performance and are as close as possible to the accident 
sequence being considered.  For some sequences, generally conservative success 
criteria are acceptable estimates; for others they can mislead by introducing physically 
unrealistic assumptions.  Such unrealistic assumptions must be treated very carefully so 
that they do not eventually carry the whole sequence or impact a complete assessment 
in an unrealistic conservative direction. 

Other information may also be used to help define supportable and realistic success and 
failure criteria.  One source of such information is persons who have extensive 
experience in facility phenomenological analyses or who have operated facilities through 
numerous accident sequences.  Data from this source must be carefully documented in 
order to ensure that the judgments are supportable.  It is important to clearly understand 
the relationship of the systems denoted in the event-tree headings and their support 
systems.  Each frontline system should be reviewed in context with its identified failure 
criteria to determine the required support elements. 

System event trees can generally accommodate the support system in two different 
ways.  One way is to define event tree headings that are more composite in nature and 
to determine the impact of support-system failures through system modeling.  The other 
way is to define more discrete event tree headings wherein the support systems are 
broken out and explicitly included in the event tree itself. 

A.1.6.2.4.  Dynamic Human Action Addition to Event Trees 

An integral part of developing event trees is identifying and incorporating dynamic 
human actions into the trees.  This is accomplished primarily via the procedures review 
conducted during the ESD development process.  Dynamic human actions are those 
actions expected to be performed by procedure in response to a potential fuel release 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-16 
 

scenario.  For facility operators, these actions are often identified as “immediate actions” 
in their emergency response procedures and training.  Important dynamic human actions 
are included as top events in the event trees, as deemed appropriate by event sequence 
analysts working with human reliability analysts. 

A.1.6.2.5.  Event Sequence Recovery Action Addition to Event Trees 

Closely related to the incorporation of dynamic human actions in the event trees is the 
incorporation of recovery human actions in the trees.  Recovery actions are those 
actions designed to recover functions that may have been lost during the event scenario.  
Recovery actions are not immediate actions documented in emergency response 
procedures, but they may be described elsewhere in these procedures.  Recovery 
actions are generally implemented subsequent to any associated dynamic human 
actions.  They generally occur after the facility has reached some point of stability (as 
assessed by the operators); after the initiating event has occurred; and after the facility 
immediate responses, both system automatic responses and dynamic human actions, 
have been completed. 

A.1.6.2.6.  Event Tree Split Fraction Logic Rule Development 

Each branch point in an event tree defines a split fraction that will ultimately be 
quantified and applied in the quantification of event sequence frequencies. 

When the method of event trees with boundary conditions is used, algebraic expressions 
are (usually) implicitly developed for each facility damage bin (PDB) by a stepwise 
process.  This development process is implicit because, unlike in the fault-tree-linking 
method, no single Boolean expression at the component level is defined for each bin—it 
is merely implied.  However, after an optional initial screening for dominant sequences, 
either method can be used to combine distributions in an identical way.  The key 
differences between the methods lie in how the dominant sequences are defined and 
how the frequency for each facility-damage bin is determined.  The main steps in this 
approach are outlined below, followed by a discussion of means to limit event tree size. 

As described in Section 3.7.3.3 of NUREG/CR-2300, the method of event trees with 
boundary conditions uses more detailed event trees and therefore simpler fault trees 
than does the fault-tree-linking approach.  In particular, the support systems found to be 
important are included explicitly as top events in the event trees.  In this approach, then, 
“systems” or “top events” are narrowly defined.  Thus, important dependences between 
top events are shown explicitly in the event tree rather than being contained in the fault 
trees underlying the top events.  In this approach, separate fault trees or system models 
are, in effect, also written for each branch point of the event tree.  These fault trees then 
explicitly recognize the states of the systems or top events upstream on the path leading 
to that branch point.*  When such a fault tree is quantified, it yields the split fractions—
that is, the frequencies of the events that make up the sequence—for that specific 
branch point.  To be more specific, it yields the split fraction for that top event conditional 
upon the path through the event tree by which that top event is reached. 

                                                
* This recognition can also be thought of as boundary conditions on the system fault tree—hence 
the term “event trees with boundary conditions”. 
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The first step is to develop event trees displaying all the significant intersystem 
dependences between the frontline systems whose performance is pertinent for the 
initiating event of interest.  These result from common support systems and any other 
dependences (human error, environmental) judged to be important.  The event trees 
include these support-system operability states as well as those of the frontline systems.  
Section 3.7.3 of NUREG/CR-2300 illustrates the event tree development.  Note that the 
pertinent dependences between support systems are to be identified and displayed in 
the event tree.  In addition, multiple branches (reflecting partial success) rather than just 
binary (success or fail) branches are used where this more appropriately describes the 
support-system states and facilitates the quantification of the frontline system.  For 
example, for the electric power heading of the event tree with, say, two buses supplying 
the safety systems, four branches would be included in the event tree to describe the 
availability of electric power.  These branches would represent “both buses working”, 
“Bus 1 working and Bus 2 failed”, “Bus 1 failed and Bus 2 working”, and “both buses 
failed”. 

When the event trees have been completed, the split fractions in the event trees are 
determined from logic models for the system or top event under the conditions 
represented by the particular branch point or node in question.  The system logic models 
are usually in the form of fault trees, but they can be reliability block diagrams, 
GO models, subevent trees, failure modes and effects analysis models, or any other 
kind of model, all of these forms, if properly done, being logically equivalent. 

Simple fault trees are then written to relate the state of the top event system to the states 
of its components.  From the minimal cut sets of these trees, we can obtain the 
necessary condition for system failure in terms of sets of component failures.  That is, 
the system does not fail unless at least one cut set of components fails. 

The question then devolves upon what could cause the failure of one of these cut sets.  
The answers to this question are recorded and systematized through the use of a cause 
table (see Table A-1 for an abbreviated example).  In this table, all possible causes 
(“candidate” causes) are listed in the left column. 
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Table A-1.  Example of Format for a Cause Table for Double Failures  
(buses available) 

Cause Failure 
Frequency 

Effect 

Components System Other 
Systems 

Initiating 
Events 

Coincident 
Hardware Failures 

4.5 x 10-6 Mainly Pumps Fails No Effect No Effect 

Testing 1.0 x 10-10 Pumps No Effect No Effect No Effect 

Maintenance and 
Hardware Failure 

2.0 x 10-4 Pumps or 
MV-8700A, B 

Fails No Effect No Effect 

Human Error and 
Hardware Failure 

8.2 x 10-9 MOV-8809A, B 
Closed Failure 
on Other Side 

Fails No Effect No Effect 

Other 4.6 x 10-5 Valves or 
Pumps 

Fails No Effect No Effect 

Total 3.0 x 10-4 
Dominant contributor = maintenance combined with hardware failure. 

 

Each cause is then evaluated as part of the system analysis.  The components that 
would fail from this cause are listed in Column 3.  If those components constitute a cut 
set, thus failing the system, this is noted in Column 4.  If a particular cause does result in 
system failure, the frequency of that failure is recorded in Column 2.  (More specifically, 
what is recorded here is the fraction of times in our thought experiment that the system 
fails at the branch point in question as a result of this particular cause.) 

The sum of the entries in Column 2 (i.e., the sum of all frequencies of system-failure 
causes) is the split fraction for system failure at the branch point in question.  The bottom 
of the cause table can be used to accommodate the contribution from “other” causes; 
i.e., from all causes not otherwise called out in the table.  If such entries are used, the 
analyst should be careful to list all contributors to “other causes”. 

If the system should fail as a result of a particular cause, we then ask whether that same 
cause might also result in some other system failing or in an initiating event.  If so, then it 
is a potential “common” cause and needs to be called out for special treatment in the 
analysis.  Columns 5 and 6 in the cause table are used to call attention to such 
situations.  Because split fractions are simply multiplied together, the identification of 
dependent failures in the cause table and subsequently in the event tree is critical and 
should be given a great deal of attention. 

Some of the more advanced event tree software packages (e.g., RISKMAN) allow the 
user to enter the split fraction names and the logic defining the split fractions to be 
selected for a given sequence based on the status of events occurring earlier in the 
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sequence or on the type of initiating event.  This is also where the logic associating split 
fractions with branch names for top events with multiple branches is entered. 

The following notation is used for split fraction logic rules: 

S Success 

F Failure 

B Bypass 

+ Or 

* And 

- Not 

( ) Parentheses for Grouping of Expressions; Nesting Is Allowed 

= Equality of Top Event Branch State to F, S, B 

INIT Initiator 

The operator precedence is:  ( ), -, *, +. 

Certain rules apply in defining split fraction and binning logic, as follows: 

For top events with multiple branches, you must define the split fraction to use with each 
branch by using the branch name in a logic rule, as shown above. 

To use multistate top events in logic rules, specify the branch name, rather than “S” (for 
success) or “F” (for failure). 

As a sequence is analyzed, if there are several rules that might describe the states of 
previous top events at that point (successful, failed, or bypassed), the split fraction for 
the first applicable rule in the list will be used. 

Specifying the number 1 (i.e., the universal set) as logic for a split fraction defines it as 
the default value to be used for cases of that top event not covered by previous rules.  
This is useful because split fraction logic must cover all logical possibilities for each split 
fraction.  If there is a tree sequence for which a split fraction is not defined, an error will 
be generated when the initiating event is quantified. 

Split fraction logic may be dependent on top events in the current tree or in other trees 
as long as those top events precede that being considered when the trees are linked 
together for quantification. 

Split fractions need not be defined in order as they appear across the tree; however, it is 
wise to group split fractions together for clarity of organization. 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-20 
 

When the split fraction rules are complete, some types of errors will not be detected at 
this point but will cause the quantification of the tree to fail.  These include split fractions 
missing from the master frequency file, use of top events not defined in other trees, and 
cases in which split fraction logic is not defined for a sequence. 

A.1.6.2.7.  Event Tree Binning Rule Development 

The consequences of accident sequences are then evaluated by the process described 
in Chapter 7 of NUREG/CR-2300.  This process may or may not group the accident 
sequences into facility-damage bins.  However, because of the similarities among 
certain accident sequences and the amount of work involved in their analysis, the 
accident sequences are usually so grouped.  For our purposes, a PDB can contain one 
accident sequence (in which case the PDB and the accident sequence are synonymous) 
or many accident sequences if the results of the containment analysis so specify.  
Basically, the binning process provides some ability to combine and reduce the total 
number of sequences in quantification, but binning is not a requirement for 
quantification. 

Most event tree codes apply a “binning” procedure that eliminates the need to store and 
sort all of the sample (Monte Carlo trial) values generated for an output function.  They 
also use a very efficient algorithm for calculating normally distributed random variables.  
In the binning procedure the complete range of output-function variability, from the 0th to 
the 100th percentile, is partitioned into user-defined intervals called bins.  The 
programmed default is 20 bins with intervals concentrated around the 50th and 
95th percentiles.  Event tree codes internally calculate bin boundaries in terms of the 
output-function values corresponding to the preselected percentiles.  A counter is 
established for each bin.  As each random-sample value of the output function is 
generated, it is compared with the bin boundaries, the bin within which it belongs is 
identified, and the corresponding counter is incremented by one. 

The accident sequences provided for analysis are the output of the system event trees.  
To reduce the number of sequences that must be analyzed, these sequences can be 
grouped into facility-damage states or bins.  Alternatively, the selection of accident 
sequences for analysis can be based on their likelihoods.  In the binning process, 
sequences are grouped according to accident characteristics that affect the response of 
the containment and the release of fuel into the environment.  The development of bins 
and the development of the containment event tree are therefore very closely related.  
The representative sequences are then analyzed with computer codes, and the results 
(accident timing, flows, pressures, and rate of release from facility containment) are 
supplied to the fate and transport task.  Conditions associated with the fuel release from 
facility containment are also provided to the fate and transport consequence analysts.  
Sensitivity studies are performed as required to quantify event-tree branching 
probabilities and to estimate the contribution of uncertainties in physical processes to the 
uncertainties in the total risk. 

A.1.7.  Systems Analysis 

Systems analysis involves the construction of models for the facility systems covered in 
the risk assessment.  The systems to be analyzed and their success criteria are 
identified in conjunction with event-tree development in an iterative process.  Assistance 
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from phenomenological and fuel containment analyses may be needed to derive realistic 
system-success criteria.  The system models generally consist of fault trees developed 
to a level of detail consistent with available information and data.  Thus, there is some 
interface with the database-development subtask discussed later.  In addition, human 
errors associated with the testing, maintenance, or operation of the systems are included 
in the system model, and thus system modeling interfaces directly with the analysis of 
human reliability and procedures.  Common-cause contributors and potential systems 
interactions should also be included to ensure proper integration into the analysis. 

A.1.7.1.  Specification of Analysis Ground Rules and Model Resolution 

Each system analysis will proceed according to certain ground rules or constraints.  
Some are imposed directly by the design or operational conditions attendant on the 
definition of the fault-tree top event, others are imposed by the limitations of the 
analytical process itself.  All analysis ground rules that have a bearing on the completed 
system model must be clearly understood, incorporated into the model, and 
appropriately documented. 

In the performance of a risk assessment, the systems to be analyzed are essentially 
defined at two levels.  The first level of definition is a functional one, it is directly related 
to the function the system must perform to successfully respond to an accident condition 
or a transient.  This definition provides insight into the overall role of the system in 
relation to a particular accident sequence.  The second level of definition is physical, it 
identifies the hardware required for the system to function.  This hardware definition is 
normally included in the statement of the top event of the fault tree and describes the 
minimum acceptable state of system operability.  This definition provides the analytical 
boundaries for the various system analyses.  It is important to identify and fully 
document the boundaries of each system.  These boundaries may be different from the 
traditional system boundaries that are identified in information describing the system or 
the facility. 

All support-system interfaces with the frontline system must be accounted for, and 
included in, the analysis.  Certain system interfaces may be quite complex 
(i.e., instrumentation and control) and require a specific definition of the system 
boundaries considered in a particular analysis.  Some components may be found to be 
within the boundaries of more than one system. 

Experience has shown that the interfaces between a frontline system and its support 
systems may be most important to the system evaluation.  In that regard a more formal 
search and documentation of all elements that depend on input from another source 
beyond the identified system boundary may be appropriate.  The procedure used in the 
Interim Reliability Evaluation Program included a search for, and an evaluation of, 
potential support-system failures that could affect the operation of frontline systems.  
This search and evaluation procedure resembled a failure modes and effects analysis, 
which is more fully described in Section 3.6 of NUREG/CR-2300.  An example of the 
format used is shown in Figure A-3.  The level of detail shown in the FMEA example 
may not be necessary for all evaluations.  However, the concept is important in that all 
areas of interface and support required for system operation are thoroughly defined and 
evaluated. 
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Although the systems analyst must make every effort to obtain and fully use all available 
system information in the course of the system modeling, he will inevitably have to make 
a number of assumptions about the details of system operation, capacities, and credible 
failure mechanisms.  The accuracy of all assumptions should be verified, and the 
supporting rationale should be documented.  It is extremely important that all 
assumptions be fully described and documented.  To preserve traceability, even the 
assumptions that are obvious to the analyst should be explicitly stated. 
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Figure A-3.  Example of Format for a System-Interaction FMEA 
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A.1.7.2.  System Dependency Matrix Development 

Experience in QRVA has shown that, prior to detailed development of the event tree 
logic structure, it is prudent to develop a system dependency matrix (SDM).  The SDM is 
simply a cross-reference table that relates frontline system functions to their required 
support functions.  For example, for the RHFSF, frontline systems may be considered to 
be those systems that are designed to store and transfer fuel; e.g., fuel tanks, fuel 
transfer piping, and associated fuel transfer pumps and valves.  Support systems 
provide functions supporting operation of the frontline systems.  Support systems often 
provide support functions for multiple frontline systems in the facility.  For example, a 
specific electric power system may provide motive power for multiple frontline pumps 
and/or valves.  In this case, the specified electric power system would be considered to 
be a support system for the frontline fuel transfer system.  Other typical support systems 
are systems providing actuation and control power for controlling pumps, valves, or other 
components, systems providing cooling water to water-cooled components, systems 
providing cooling air to air-cooled components (including general heating, ventilation, 
and air conditioning [HVAC] systems), lubrication systems, compressed air for 
air-operated components, etc.  Support systems include support functions not only for 
frontline system hardware but also for required or anticipated human actions.  Therefore, 
a compartment or area lighting system and/or HVAC system could be an important 
support system in the context of a QRVA.  The SDM provides a valuable tool in 
facilitating a thorough understanding of system interactions and dependencies for QRVA 
event sequence and systems analysts. 

A.1.7.3.  Boolean Logic Model (e.g., fault tree) Top Event Definition 

Boolean logic models (in this case, fault trees) are applied to analyze and quantify the 
split fractions of the event trees developed during the event sequence analysis of the 
QRVA.  The actual development of the system logic model commences after the analyst 
has gained a thorough understanding of the system under consideration, especially 
about its integration into the overall accident-sequence definition process.  The analytical 
ground rules (i.e., interfaces, assumptions, etc.) described above will guide the detailed 
development of the fault-tree model. 

The basic concepts of fault-tree construction and analysis are well documented and 
need not be treated here in detail.  The Fault Tree Handbook (Reference A-4) presents a 
comprehensive treatment of the subject.  The remainder of this section describes the 
elements of a fault-tree model and addresses factors that have been shown to be 
important to the modeling of facility systems. 

The starting point of fault tree development is definition of the “top event”.  The top 
events for the QRVA fault trees are generally defined via the event tree top events.  As 
we develop fault trees in “failure space” rather than “success space”, a fault tree top 
event is generally stated to describe failure of the associated system success criteria.  
For example, if a pumping system “P” is designed to provide “X” gallons per minute of 
flow from Point A to Point B in the facility, and we determine that this flow is required to 
meet functionality requirements for the QRVA, then the associated fault tree top event 
might read as “Insufficient flow provided by System P”. 
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 A.1.7.4.  System Failure Modes and Effects Analysis 

To clearly define the fundamental elements of the basic events to be applied in the 
QRVA Boolean logic models (e.g., fault trees), the systems analysts perform a failure 
modes and effects analysis of their assigned systems prior to detailed fault tree 
development.  As the fault tree top events have been defined prior to the start of detailed 
fault tree analysis, the FMEA may be considered a focused FMEA, which centers on 
those failure modes that could contribute to top event failure.  As FMEAs are inductive 
(bottom-up) logic analyses, they can be quite broad in scope and labor-intensive.  
Defining system top events prior to performing the FMEA supports the focusing process 
and helps to limit the effort required for the FMEA designed to support QRVA system 
modeling.  Detailed fundamental guidance for performing FMEA can be found in 
MIL-STE-1629A (Reference A-5). 

A.1.7.5.  Boolean Logic Model (e.g., fault tree) Development 

In fault-tree analysis, an undesired state of a system is specified and the system is then 
analyzed in the context of its environment and operation to find all of the credible ways in 
which the undesired event can occur.  The fault tree itself is a graphic model of the 
various parallel and sequential combinations of faults that will result in the top event.  
The fault tree approach is a deductive process, whereby the top event is postulated and 
the possible means for that event to occur are systematically deduced. 

A fault tree does not contain all possible component-failure modes or all possible fault 
events that could cause system failure.  It is tailored to its top event, which corresponds 
to a specific system-failure mode and associated timing constraints.  Hence, the fault 
tree includes only the fault events and logical interrelationships that contribute to the top 
event.  Furthermore, the postulated fault events that appear on the fault tree may not be 
exhaustive.  They can include only the events considered to be significant, as 
determined by the analyst.  It should be noted that the choice of fault events for inclusion 
is not arbitrary, it is guided by detailed fault-tree procedures, information on system 
design and operation, operating histories, input from facility personnel, the level of detail 
at which basic data are available, and the experience of the analyst. 

It should also be understood that the fault tree is not itself a quantitative model.  
Although it lends itself to quantification through the Boolean representation of its minimal 
cut sets, the fault tree itself is a qualitative characterization of system fault logic. 

Figure A-4 illustrates a typical fault tree.  Figure A-5 shows and explains commonly used 
fault-tree symbols.  Primary or intermediate events (or combinations of the two) are 
inputs to logical operators referred to as “gates”.  The two basic types of fault-tree logic 
gates are the OR gate and the AND gate.  Together with the NOT operator (commonly 
shown as a dot above the gate), these gates can be used to define any other specialized 
fault tree gate. 
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Figure  A-4.  Fault Tree for Overrun of Motor 2 (relay logic only) 
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Figure  A-5.  Fault-Tree Symbols†  

                                                
† A circle, diamond, ellipse, or “house”, represents a primary event—that is, any event that is not 
developed further and does not have any inputs.  The two basic types of fault-tree logic gates are 
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In postulating a fault or failure for inclusion in a fault tree, it must be remembered that the 
proper definition of these events includes a specification not only of the undesirable 
component state but also the time it occurs.  It is very important that the time be kept in 
mind in postulating the top event and incorporated into the analyst's thought processes 
when postulating all subsequent fault events.  It is further useful to make a distinction 
between the specific term “failure” and the more general term “fault”.  This distinction can 
best be illustrated by example.  If a relay closes properly when a voltage is passed 
across its terminals, the relay is in a state of success.  If, however, the relay fails to close 
under these circumstances, it is in a state of failure.  Another possibility is that the relay 
closes at the wrong time because of the improper functioning of some upstream 
component.  This does not constitute a relay failure; however, the relay’s closing at the 
wrong time may well cause the entire circuit to enter an unsatisfactory state.  Such an 
occurrence is called a “fault”.  It can thus be said that, in general terms, all failures are 
faults, but not all faults are failures.  Failures are basic abnormal occurrences, whereas 
faults can be described as “higher order” events. 

Each fault event that appears in a fault tree contains a reference to the particular failure 
mode associated with that event.  It is important to differentiate between the terms 
“failure mode”, “failure mechanism”, and “failure effect”.  When speaking of “failure 
effects”, the only concern is with why the failure is of interest; that is, what are the effects 
of the failure, if any, on the system?  In contrast, a “failure mode” specifies exactly which 
aspects of component failure are of concern.  A “failure mechanism” is a statement of 
how a particular failure mode can occur and, perhaps, what the corresponding 
likelihoods of occurrence might be.  In this fashion, failure mechanisms produce failures 
modes, which in turn, result in certain failure effects on system operation.  Each fault 
event should be carefully stated to ensure that it uniquely describes the condition of 
interest and that it is directly related to the numerical database. 

 A.1.7.5.1.  System Hardware Failure Mode Logic 

A key element of fault-tree analysis is the identification of hardwarerelated fault events 
that can contribute to the top event.  To allow for a quantitative evaluation, the failure 
modes must be postulated in such a way that they are clearly defined and can be related 
to the numerical database.  In postulating component-failure modes, care should be 
taken to ensure that they are realistic and consistent within the context of system 
operational requirements and environmental factors. 

All component fault events can be described by one of three failure characteristics: 

1. Failure on demand.  Certain components are required to start, change state, or 
perform a particular function at a specific instant of time.  Failure to respond as 
needed is referred to as failure on demand. 

2. Standby failure.  Some systems or components are normally in standby but are 
required to operate on demand.  Failure could occur during this nonoperational 
period, preventing operation when required. 

                                                                                                                                            
the OR gate and the AND gate.  Together with the NOT operator (commonly shown as a dot 
above the gate), these gates can be used to define any other specialized fault-tree gate. 
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3. Operational failure.  A given system or component may be normally operating or may 
start successfully but fail to continue to operate for the required period of time.  This 
failure characteristic is referred to as an operational failure. 

Depending on the specific context of the fault tree—for example, a specific mode of 
system operation—the analyst should evaluate each component in terms of the failure 
characteristics listed above.  Chapter 5 of NUREG/CR-2300 provides additional 
information on the specification of failure modes for individual components and the 
associated numerical data. 

 A.1.7.5.2.  Incorporation of Maintenance and Testing 

In addition to the physical faults that can render a system unavailable, testing and 
maintenance activities can also make a significant contribution to unavailability.  
Unavailability due to testing or maintenance depends on the frequency and the duration 
of the test or maintenance act.  Information on equipment unavailability due to testing 
can generally be obtained or derived from the technical specifications and maintenance 
records. 

There are three general types of testing that should be considered for their potential 
impact on system unavailability: 

1. System logic tests, which test the system control logic to ensure proper response to 
appropriate initiating signals. 

2. System flow and operability tests, which verify the operability of such components as 
pumps and valves. 

3. System tests that are performed after discovering the unavailability of a 
complementary safety system, generally referred to as tests after failure. 

Testing schemes generally affect complete subsystems, and hence it is generally not 
necessary to consider each hardware element individually.  Testing involving redundant 
portions of a system can be particularly important, and care should be taken that the 
constraints of the technical specifications are understood, evaluated, and properly 
accounted for in the fault tree.  A complete understanding of the impact of all testing on 
system hardware and operational schemes is necessary for completeness and adds 
valuable insight into the overall operability of the system. 

Maintenance activities can also make a significant contribution to system unavailability, 
and two types of maintenance need to be considered:  scheduled and unscheduled.  
Scheduled, or preventive, maintenance actions are performed routinely.  Information on 
the frequency or duration of each action can be obtained from maintenance procedures.  
Care should be exercised to ensure that outages associated with preventive 
maintenance are not already included in the time intervals assigned to testing and that 
the maintenance is not performed under conditions that would not contribute to system 
unavailability. 

Unscheduled maintenance activities result when equipment failures occur and the failure 
is repaired or the equipment is replaced.  Because these activities are not performed on 
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a prescribed basis, the frequency and the mean duration time of the maintenance act 
must be determined from historical data.  Chapter 5 of NUREG/CR-2300 provides 
information on the numerical database for maintenance activities. 

A.1.7.5.3.  Incorporation of Human Error 

The impact of facility operators on the outcome of potential accident sequences is one of 
the most important, as well as one of the most difficult, elements of system analysis.  
The potential for operator error is present in virtually every phase of system operation, 
testing, and maintenance.  Furthermore, human error may affect the design, 
manufacture, and inspection of complex facilities and systems.  However, certain types 
of human error are more amenable than others to exclusion in system modeling.  For 
example, human errors associated with manufacturing are difficult to quantify, as are 
operator acts of commission because such a broad spectrum of actions would be 
candidates for evaluation. 

The potential for human error must be considered during the detailed system analysis.  
Manual actions that can prevent or mitigate an accident sequence can be regarded in 
the same fashion as support systems like electric power or component cooling.  In the 
context of system fault-tree analysis, human errors should be considered in terms of 
potential effects on individual components as well as potential effects on the operation of 
suA-systems or systems.  Each individual component should be examined to determine 
the potential for a human error that might disable it. 

The systems analyst must consider the potential for human error (and the possibility of 
human intervention to recover from a faulted condition) throughout all aspects of the 
analysis.  The analysis of human errors cannot be considered a separate task; it is an 
integral part of the system analysis.  The systems analyst should be as familiar with the 
operating, maintenance, and emergency procedures for the system under analysis as he 
is with the equipment hardware.  However, in such analyses the detailed evaluation of a 
given human error may be performed separately by a specialist using the techniques 
discussed in Chapter 4 of NUREG/CR-2300.  This specialist must be thoroughly 
informed of all boundary conditions that may affect this analysis and be familiar with the 
context in which the man-induced fault is being evaluated.  Thus, the human-factors 
specialist must be regarded as an integral member of the analytical team. 

In general, human errors may be presented on the fault trees as causes of component 
unavailability where the error contributes to the occurrence of the accident sequence 
being considered; e.g., failure to realign after testing.  These errors can be defined by 
the system analysis in terms of the availability and content of procedures, environmental 
conditions, and other performance-shaping factors to permit a specialist in human 
reliability analysis to make an informed judgment.  In contrast, human errors occurring 
during an accident cannot be properly evaluated on a system fault tree but must be 
considered as being dependent on the specific accident sequence and could be 
displayed on the event tree.  Since human errors are accident sequence dependent, the 
systems analyst must impart to the human-factors specialist a thorough understanding of 
the diagnostic information available to the facility staff, the procedures and precautions 
provided to the operator, the training of the operator in response to similar diagnostic 
patterns, as well as the stress, environmental, and other applicable 
performance-shaping factors. 
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To properly assess the likelihood of an accident sequence progressing to loss of fuel 
inventory control or releases of fuel from the facility, the potential for operator recovery 
from the sequence should be considered.  Since the probability of a successful recovery 
is strongly predicated on the specifics of the events that caused the accident sequence, 
the analysis of recovery depends not only on the sequence but also on its individual 
cut sets.  Hence, it is not unusual for the analysis of recovery to be restricted to the 
dominant cut sets of the accident sequences that control the frequency of loss of fuel 
inventory control or of a specified release. 

It is as important that the systems analyst thoroughly understand the assumptions and 
judgments used by the human-factors specialist in performing the human reliability 
analysis as it is that the specialist understand the specifics of the error being evaluated.  
The systems analyst must ascertain that the human reliability analysis was done in the 
context in which it is employed in the event trees or fault trees. 

If potential human errors have been defined comprehensively, an initial screening may 
be required to identify the more important ones.  This can be done during the initial 
quantification and requires the assignment of numerical values to each input fault event.  
Initial probabilities are assigned to human-error events in a conservative manner, and 
the system model is evaluated to determine significant contributors.  The system models 
are reevaluated to determine the significance of human errors, and a detailed analysis 
can be performed for each minimal cut set where human error was found to be 
significant.  This reevaluation is intended to provide a more realistic appraisal of the 
effects of human error. 

 A.1.7.5.4.  Incorporation of Dependent Events (e.g., common cause failure) 

The identification and the evaluation of dependent failures are both difficult and 
important.  Because of this importance, the subject of dependent failures is discussed in 
several sections of this guide.  Section 3.7 of NUREG/CR-2300 defines the various 
types of dependent failures and discusses the methods available for their evaluation.  
Chapters 10 and 11 of NUREG/CR-2300 provide guidance on the development of 
event-specific models for evaluating common-cause events like fires, floods, and 
earthquakes. 

The question of evaluating dependent failures extends beyond methods for the 
development of system models.  Therefore, Section 3.7 of NUREG/CR-2300 should be 
referred to for detailed information on this topic.  However, it should be noted that the 
fault tree is the principal means of accounting for functional and shareE-equipment 
dependences between components.  A well-constructed fault tree can lead to the 
identification of fault events that affect or interact with other components in a system and 
sometimes with other interfacing systems.  Evaluation of the minimal cut sets for each 
system can identify dependences and their impact on system unavailability.  Each input 
event on the fault tree must be accurately and consistently named or coded to facilitate 
the evaluation. 

A.1.8.  Human Reliability Analysis 

Human reliability analysis is a method by which human reliability is estimated.  In 
carrying out an HRA, it is necessary to identify those human actions that can have an 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-32 
 

effect on system reliability or availability.  The most common application of HRA is the 
evaluation of human acts required in a system context.  The consideration of extraneous 
actions is also important.  The person in a system may not only fail to do what he is 
supposed to do, or fail to do it correctly, but he may also do something extraneous that 
could degrade the system.  The latter is the weak link in HRA.  It is not possible to 
anticipate all undesirable extraneous human actions.  The best anyone can do is to 
identify those actions having the greatest potential for degrading system reliability and 
availability.  The assignment of probability estimates to extraneous actions is difficult and 
uncertain.  Often the best one can do is to estimate very broad ranges of probabilities of 
human errors that one believes include the true probability.  Fortunately, the probabilities 
of extraneous actions are usually very low. 

A method commonly used in solving practical human reliability problems is known as 
THERP – Technique for Human Error Rate Prediction (see Reference A-6).  Other 
common HRA methods include those described in References A-7 through A-11. 

A.1.8.1.  Human Failure Event Definition and Evaluation 

Human actions and their associated human failure events modeled in QRVAs are 
generally initially identified during the ESD development process through review of 
facility procedures.  However, applying guidance provided in References A-6 through A-
11, event sequence analysts, systems analysts, and human reliability analysts work 
together as a team to refine the definition of HFEs to be evaluated in the QRVA.  There 
are three general types of HFEs evaluated in QRVAs, as follows: 

• Type A HFEs – those HFEs associated with human errors that occur prior to the 
occurrence of an initiating event, but which impact the availability of functions or 
actions that contribute to event sequence frequency evaluation.  These are often 
referred to as “pre-initiator HFEs”. 

• Type B HFEs – those HFEs that create or directly participate in creating an initiating 
event in the QRVA.  These are “initiator HFEs”.  These HFEs are often inherently 
included in the evaluation of initiating events to be included in the QRVA. 

• Type C HFEs – those HFEs that occur after the occurrence of an initiating event, 
which contribute to event sequence frequency evaluation.  These are “post-initiator 
HFEs”.  As described previously herein, there are two general types of post-initiator 
HFEs as follows: 

- Dynamic HFEs – failures of human actions that are anticipated to occur as part of 
the early facility response to the initiating event.  These actions are often 
associated with emergency response procedure “immediate actions”.  These are 
actions that facility operators are anticipated to know well via their training and 
qualification program. 

- Recovery HFEs – failures of human actions associated with recovering lost or 
failed functions deemed necessary or desirable to respond to or mitigate the 
consequences of event scenarios.  These are actions to repair or restore 
functionality that may have originally been expected to be available for event 
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sequence response.  Recovery HFEs generally occur later in time than do 
dynamic HFEs. 

 A.1.8.1.1.  Operations, Maintenance, Testing, and Emergency Procedures Review 

To identify, define, and evaluate HFEs for the QRVA, the HRA analysts must review 
facility operations, maintenance, testing, and emergency response procedures.  
Depending upon the nature of the facility being analyzed and how it is managed, the 
HRA analysts may also need to review facility administrative procedures.  Review of 
facility maintenance and testing procedures is important in identifying and evaluating 
Type A HFEs whereas review of facility operations and emergency response procedures 
is important in identifying and evaluating Type C HFEs. 

A.1.8.1.2.  Operator Interviews and Scenario Walk-Throughs 

Determination of human error probability values for specific HFEs involves a detailed 
evaluation of human action performance shaping factors (PSF) directly associated with 
modeled event sequences in accordance with guidance provided in HRA references, 
such as References A-6 through A-11.  To rigorously evaluate these PSFs, it is critical 
the HRA analysts conduct interviews with facility operating shift crews.  During these 
interviews, the HRA analysts describe the scenarios associated with identified HFEs, 
then perform talk-throughs and walk-throughs of these scenarios with the facility 
operating crews.  Experience has shown that application of operator interview 
questionnaires or checklists is critical for successful HFE HEP evaluation.  An example 
of a generic questionnaire for Type A pre-initiator HFEs is shown in Figure A-6.  
Similarly, an example of a generic questionnaire for Type C post-initiator HFEs is shown 
in Figure A-7. 
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Facility QRVA HRA Pre-Initiator HFE Operator Interview Questionnaire 
Date:     Interviewer(s):  
Human Action Designator: 

Description of Action: 

1. What Human Actions are related to this maintenance/calibration task?

2. How often is this task performed?

3. How often is this item tested?

4. What procedures are available for completing this task?

5. What are the steps involved in this procedure?

6. Are the steps written or oral?  Are they general/narrative or detailed/step-by-step?

7. What is the stress level for each step of the procedure (low, moderate, high)?

8. Possible errors…
Display - similar to others?  digital or analog? 
Controls - similar to others?  two position or multi position controller?  breaker? 
Valves - similar to others?  position indication? 
Recovery of checker errors - written materials?  position indication?  checkers? 

9. Is the equipment configuration good or poor?

10. Is the I&C layout good or poor?

11. Is the quality of the written procedures good or poor?

12. Is the quality of administrative control good or poor?

Figure  A-6.  Type A Pre-Initiator HFE Questionnaire 
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Facility QRVA HRA Pre-Initiator HFE Operator Interview Questionnaire 
Date:                                                 Interviewer(s):   
Human Action Designator:  

Description of Action: 

13. What checks are performed after completing the task to verify that it has been left 
in its intended state? 

 

14. Can you identify any other pre-initiator human actions that might have an impact 
on the operators/technicians’ ability to perform this action properly.  If so, what are 
they (please list them)? 

 

15. For each, how would you describe the level of interdependence:  complete, high, 
moderate, low, zero (or no dependence)? 

 

Figure A-6.  Type A Pre-Initiator HFE Questionnaire (Continued) 
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Facility QRVA HRA Post-Initiator Operator Interview Questionnaire 
Date:  Interviewer(s):  
Interviewee(s):  
Human Action Designator:  
Description of Action: 

1. What procedure(s) are used to address this situation?

2. Do the operators receive training on this type of scenario?  If so, what type of
training (classroom, simulator, other)?  If training is received, how often is it
conducted?  What is your experience specifically to this evolution or set of initial
conditions?

3. What cues and indications are available for this condition in the facility?  Where
can they be observed by operators?

4. How much time is needed for the operator to see the cue and then diagnose the
cue? 

5. What is the degree of clarity of the cues and indications (very good, average,
poor)?

6. Please generally describe how you would anticipate this scenario playing out
over time. 

7. Type of Response:  (Skill, Rule or Knowledge-based?)

8. Confirm that failure to conduct the modeled step would lead to failure of the top
event.

9. Is there a “point of no return” after which this action would be ineffective or have a
negative impact on facility safety (e.g., is there a point of irreversible damage)?
How much time do you perceive having to perform this action before this
point of no return (low, best estimate, high)?  What’s the basis for this perception
or knowledge?

Figure  A-7.  Type C Post-Initiator HFE Questionnaire 
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Facility QRVA HRA Post-Initiator Operator Interview Questionnaire 
Date:  Interviewer(s):  
Interviewee(s):  
Human Action Designator:  
Description of Action: 

19. Does this action require a one-time check of a parameter or does it require
monitoring of a parameter until a specified level or value is reached or achieved?

20. Is the critical value of the parameter/indication signaled by an annunciator
(alarm)?

21. Is the layout, demarcation, and labeling of the control boards such that it is easy to
locate the required indicator(s)?

22. Does the required indicator have human engineering deficiencies that are
conducive to errors in reading the display?

23. Are cue states or parameter values as stated in the procedure?  The “no”
response is to be applied if an indicator is not obviously failed but would not give
the value stated in the procedure.

24. Is the relevant instruction a separate, stanE-alone, numbered step or is it
“hidden” in some way that makes it easy to overlook, e.g., one of several
statements in a paragraph, in a note or caution, or on the back of a page?

25. At the time of this human action, is the procedure reader using more than one text
procedure?

26. Is the step governing this human action in some way more conspicuous than
surrounding steps?  For example, steps proceeded by note or cautions, and steps
that are formatted to emphasize logic terms are more eye-catching than simple
action steps, and are less likely to be overlooked simply because they look
different than surrounding steps.  However, this effect is diluted if there are several
such steps in view at one time.

 Figure  A-7.  Type C Post-Initiator HFE Questionnaire (Continued) 
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Facility QRVA HRA Post-Initiator Operator Interview Questionnaire 
Date:   Interviewer(s):   
Interviewee(s):   
Human Action Designator:   
Description of Action:   

27. Does the step include unfamiliar nomenclature or an unusual grammatical 
construction?  Does anything about the wording require explanation in order to 
arrive at the intended interpretation?  Does the proper interpretation of the step 
require an inference about the future state of the facility? 

 

28. Does the step present all information required to identify the actions directed and 
their objects? 

 

29. Does the step contain the word “not?” 

 

30. Does the procedure step present diagnostic logic in which more than one condition 
is combined to determine the outcome?  (AND or OR or BOTH) 

 

31. Has the crew practiced executing this step in a scenario similar to this one in a 
simulator? 

 

32. Does the crew believe that the instructions presented are appropriate to the 
situation (even in spite of any potential adverse consequences)?  Do they have 
confidence in the effectiveness of the procedure for dealing with the current 
situation?  In practice, this may come down to:  have they tried it in the simulator 
and found that it worked? 

 

Figure  A-7.  Type C Post-Initiator HFE Questionnaire (Continued)  
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Facility QRVA HRA Post-Initiator Operator Interview Questionnaire 
Date:   Interviewer(s):   
Interviewee(s):   
Human Action Designator:   
Description of Action:   

33. Execution Performance Shaping Factors (PSFs) –  
Environment – Lighting (Normal, Emergency Only, Portable Only)? 
Heat/Humidity (Normal, Hot/Humid, Cold)? 
Atmosphere (Normal, Steam, Smoke, Respirator Required)? 
Tools (Required, Adequate, Available)?  No 
Parts (Required, Adequate, Available)?  No 
Clothing (Required, Adequate, Available)?  No 
Complexity of Execution (Simple, Complex)? 
Equipment Accessibility (Easily Accessible, Accessible with Difficulty, 
Inaccessible)? 
Facility Response as Expected (Yes/No)? 
Workload (Low/High)? 
PSFs Overall (Optimal/Negative)? 

(normal) 

34. How would you characterize the overall execution stress (Low, Moderate, High)? 

 

35. Are there any “recovery” steps in the procedure for the specific execution steps 
of interest?  If so, please identify them by step number. 

 

36. If there are any “recovery” steps in the procedure for the specific execution steps 
of interest, how would you characterize the interdependence of these recovery 
steps relative to the original execution steps (Complete, High, Moderate, Low, 
Zero)? 

 

37. In the scenarios discussed relating to this human action, are there other human 
actions that would likely be associated with this scenario?  If so, what are 
they (please list them)?  For each, how would you describe the level of 
interdependence:  complete, high, moderate, low, zero (or no dependence)? 

 

Figure  A-7.  Type C Post-Initiator HFE Questionnaire (Continued) 
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A.1.8.2.  Human Error Probability Evaluation and Analysis 

HFE HEP values can be evaluated and determined following guidance presented in 
References A-6 through A-11.  However, experience has shown that HFE HEP 
evaluation is most effectively and efficiently implemented via HRA software, such as the 
Electric Power Research Institute (EPRI) HRA Calculator® software.  Such software 
packages are designed, to the greatest degree feasible, to implement the guidance 
provided in HRA procedures, such as References A-6 through A-11, and to provide HFE 
HEP values in terms of probability distributions.  HFE HEP best estimate values 
generally range from approximately 0.0001 to 1.00 in value, with most typical HFE HEPs 
ranging between 0.001 and 0.1.  However, HFE HEP values are highly dependent upon 
the facility-specific characteristics, such as the level of operator training and experience 
and the quality of facility procedures. 

A.1.8.3.  Human Action Dependency Analysis 

The determination of the level of dependence among post-initiating event human actions 
(Type C actions) occurring in the same accident sequence (or cut set) is not an exact 
science and remains somewhat subjective.  The specific levels of dependence applied in 
QRVAs are supported via operator interviews, which form a critical part of any human 
action dependency analysis (HADA).  Many factors may influence the level of 
dependence among intra-sequence human actions, such as timing, location, and the 
relationship among persons performing the actions.  In current methods typically applied 
for HADA, such as the Technique for Human Error Rate Prediction (Reference A-6) 
applied in the widely-used EPRI HRA software (the EPRI HRA Calculator), timing is 
deemed the most important underlying factor.  The guidance most often applied in 
QRVA HRA HADA is to establish a minimum level of dependence based on the timing 
and to adjust this level of dependence higher if additional dependency factors are 
identified.  The level of dependence based on timing between successive intra-sequence 
(or intra-cut set) human actions is shown in Figure 2-8. 

 

Figure A-8.  Level of Dependence as a Function of Time 

The conditional probability of recovery step failure is quantified by determining the level 
of dependence as above and then applying the formulas from THERP (Reference A-6) 
Table 20-17 that are reproduced below in Table A-2.  The formulas are functions only of 
the independent HEP of a recovery factor or a subsequent human action after the first 
action in a sequence (or cut set). 

High Moderate Low Zero

0 15 30 60 [minutes]
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Table A-2.  Conditional Probability Equations 

 

The steps of the HADA procedure applied via Reference A-6 are as follows: 

1. Generate a set of sequences by setting the HEPs for all post-initiator HFEs that were 
evaluated to be less than 0.5 to a high value (0.5) in the logic model: 

 In the appropriate system top events, change the post-initiator operator action a.
basic event equations to 0.5. 

 Re-quantify the system top events affected by step 1.a. to update the affected b.
split fractions. 

 Create a new point-estimate master frequency file with the updated split fraction c.
values. 

 Perform a Level 1 loss of fuel inventory control frequency (LOFICF) event tree d.
quantification using the master frequency file created in step 1.c, and a cutoff 
frequency of 1E-09.  Ensure to select “save sequences.” 

 The saved sequence information is located in the RISKMAN.mdb database file e.
(tables Sequence – Master Frequency File [MFF], Sequence Detail – MFF, 
Sequence Failed SFs – MFF). 

2. Identify all combinations of two or more post-initiator HFEs in the sequences. 

3. For each HFE combination, group the associated sequences. 

4. Sort the HFEs in each combination in chronological order by the apparent time of the 
cue for each HFE. 

5. Calculate the dependence importance (DI) for each combination.  The DI is a risk 
achievement (RA) importance measure calculated by setting all the HEPs in a given 
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combination, except the first HFE, equal to 1.0 in the group of sequences in which 
the combination occurs.  The DI for a combination is calculated as follows using the 
group of sequences in which the combination occurs: 

 For each HFE combination, calculate a sequence sum using the nominal a.
HEP values = sum0. 

 For each HFE combination, calculate a sequence sum by setting all HEPs = 1.0, b.
except for the first HEP in the combination = sum1. 

 Calculate the difference = sum1 – sum0 = DI.  The DI is regarded as the potential c.
increase in loss of fuel inventory control frequency if all the HFEs in the 
combination, except for the first HFE, are completely dependent.  The DI is a 
refinement of the RA, and the DI is more relevant to HFE combinations than is 
RA. 

6. Sort the HFE combinations by the DI in decreasing order.  The purpose of this 
sorting is to rank the HFE combinations in order of highest potential impact on loss of 
fuel inventory control frequency should there be dependencies in the combination 
that are not accounted for.   

7. Specify a DI cutoff below which the impact of potential complete dependencies would 
be negligible.  For example, a DI of 1E-07/year for a combination represents less 
than 1% of a typical loss of fuel inventory control frequency in the order of 1E-05/yr. 

8. The first HFE in a chronological combination is independent, unless it is not 
appropriate to credit for the specific initiating event, in which Case CD (complete 
dependence) is assigned. 

9. Inspect each HFE combination to identify intervening successes.  An HFE following a 
success is independent of the success and also independent of any HFEs preceding 
the success (this is a corollary to #10).  For example, in a chronological combination

CBA , C is independent of A.  This step can be labor intensive as the successes 
need to be inferred from the sequences (not necessarily the case for RISKMAN 
models) and an understanding of the procedural flow in the given scenario.  As a first 
cut, this step can be omitted, which is conservative.  For combinations of high DI, it 
may be justified to perform this step in a successive iteration. 

10. The level of dependence between each two successive HFEs is to be determined.  
For example, for three chronological events, A, B, and C, the levels of dependence 
for B│A (B given A) and C│B (C given B) are to be determined.  The level of 
dependence for C│A is not explicitly considered.  This is based on the guidance in 
NUREG/CR-1278, Chapter 10, p. 10-14.  The joint HEP for this combination will be 
P(A)*P(B│A)*P(C│B). 
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The criteria for applying Table 20-17 of NUREG/CR-1278 to assign the level of 
dependence between post-initiator HFEs are listed below and summarized in Figure A-9. 

1. If the time between the cues for the required actions exceeds the length of a shift 
(typically 12 hours), the actions are to be performed by different crew.  In this case, 
the “No” branch on the “Same Crew” decision node in Figure A-9 is selected.  The 
different crew can be considered independent as the shift change will involve a 
complete re-evaluation of the facility status, so ZD can be assigned for low stress‡ 
situations (Sequence Case 18 (S18) in Figure A-9).  For elevated stress, LD is 
assigned (S17).  If the time between the cues is less than the length of a shift, the 
probability of a shift change during the time window needs to be considered.  For a 
typical HFE time window of 1 hour and a shift length of 12 hours, the probability of no 
shift change is 1-1/12 = 0.92, so HFEs by different crew are typically only credited in 
scenarios where the HFE time window is longer than the length of a shift. 

2. If the HFEs have a common cognitive element (i.e., performed by the same crew and 
driven by the same cue or procedural step), the “Yes” branch on the “Common 
Cognitive” decision node in Figure A-9 is selected.  These HFEs are regarded as 
completely dependent (S1). 

3. For HFEs that do not share a common cognitive element, the “No” branch on the 
“Common Cognitive” decision node in Figure A-9 is selected.  For these HFEs, the 
timing is to be considered next. 

                                                
‡ Stress is a culmination of all other performance shaping factors.  These may include preceding functional 
failures and successes, preceding operator errors or successes, availability of cues and appropriate 
procedures, workload, environment (heat, humidity, lighting, and atmosphere), requirement and availability 
of tools or parts, accessibility of locations.  In general, stress is considered high for loss of support system 
scenarios or when the operators need to progress to functional restoration or emergency contingency action 
procedures—the closer they get to exhausting procedural options, the higher the stress. 
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4. If the cues for two HFEs occur at the same time, the “Yes” branch on the “Same 
Time” decision node in Figure A-9 is selected.  The required actions for these HFEs 
are to be performed simultaneously.  If the cue for subsequent action occurs before 
the preceding action can be completed as illustrated below, the “Yes” branch on the 
“Same Time” decision node in Figure A-9 is also selected, as the required actions 
would have to be performed either simultaneously or the crew may select to do either 
one or the other based on some prioritization.  These HFEs are termed 
“Simultaneous” HFEs: 

 

 For simultaneous HFEs, the next consideration is whether there are sufficient a.
resources to support the required actions.  This determination can be done by 
comparing the required tasks with the number of crew (workload).  If the 
resources are inadequate, the “No” branch on the “Adequate Resources” branch 
is selected, which implies complete dependence (S6).  If it can be shown that 
there are adequate resources to support both HFEs and that the scenario is 
feasible, the “Yes” branch on the “Adequate Resources” branch is selected.  Next 
location and stress are considered.  For the same location, the “Yes” branch on 
the “Same Location” decision node is selected.  For high or moderate stress 
scenarios, assign complete dependence (S2); for low stress, assign high 
dependence (S3).  For different locations, the “No” branch on the “Same 
Location” decision node is selected.  (Location refers to the room or general area 
where the crew members are located.  For example, the control room is a 
location – location is not differentiated down to individual panels in the control 
room.)  For high or moderate stress scenarios, assign moderate dependence 
(S4); for low stress, assign low dependence (S5). 

 

Time

HFE1 Cue HFE2 Cue

HFE1 Manipulation Time

HFE2 Manipulation Time
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5. If the cues for the HFEs occur at different times (not simultaneously as defined
above), the “No” branch on the “Same Time” decision node in Figure A-9 is selected.
Next, location is considered.

 For HFEs performed in the same location, the “Yes” branch on the “Same a.
Location” decision node in Figure A-8 is selected.  Next, the timing between the 
cues and stress is considered as shown below: 

Time between 
Cues Stress Level SN 

0 to 15 min. 
High or Moderate CD S7 

Low HD S8 

15 to 30 min. 
High or Moderate HD S9 

Low MD S10 

30 to 60 min. 
High or Moderate MD S11 

Low LD S12 

> 60 min. 
High or Moderate LD S13 

Low ZD S14 

For HFEs that are not performed in the same location, the “No” branch on theb.
“Same Location” decision node in Figure A-9 is selected.  For high or moderate
stress scenarios, low dependence is assigned (S15).  For low stress scenarios,
zero dependence is assigned (S16).

For HFEs with very long time windows available for recovery relative to the timec.
that would be required to repeat the performance of the required actions, the
level of dependence can be relaxed to less than the level of dependence
suggested by the timing between the cues.  For example, if the timing between
the cues is 25 minutes (which would suggest HD or MD) but the time window for
the successive event is 2 hours with a manipulation time of 5 minutes, LD or ZD
can be justified, because the required actions can be delayed/repeated for longer
than an hour and still be successful.
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  Same 
Crew 

Common 
Cognitive 

Same 
Time 

Adequate 
Resources 

Same 
Location Timing 

High or 
Mod. 

Stress 
Cas
e Level 

                   
         1 CD 
                 
          2 CD 
            
             3 HD 
            
            4 MD 
               
              5 LD 
              
                6 CD 
             
            7 CD 
          0-15    
Yes             8 HD 
              
             9 HD 
         15-30    
             10 MD 
              
             11 MD 
          30-60    
              12 LD 
              
              13 

LD 
         

>(60-
120)    

            14 ZD 
No           
           15 LD 
              
           16 ZD 
           
          17 LD 
                 
          18 ZD 
          

                   

Figure  A-9.  HRA Dependency Rules for Post-Initiator HFEs 
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As joint HFE HEPs evaluated via HADA are frequently significantly higher than the 
product of the associated independent HFE HEPs, conducting a rigorous HADA for the 
QRVA is critical in the development and interpretation of accurate event sequence 
frequency results. 

A.1.9.  Data Analysis 

The quantification of accident sequences requires a component database, which is 
developed by compiling data, selecting appropriate reliability models, establishing the 
parameters for those models, and then estimating the probabilities of component failures 
and the frequencies of initiating events.  The data used in this subtask may be generic 
industry data or facility-specific data, or a combination of both.  Guidance from the data 
analyst will assist in determining the level of detail to which to develop the facility-system 
models. 

Two types of events identified during accident-sequence definition and system modeling 
must be quantified for the event and fault trees in order to estimate frequencies of 
occurrence for accident sequences:  (1) initiating events (see Section 3.4.2 of 
NUREG/CR-2300) and (2) component failures, or primary events (see Section 3.5.3.1 of 
NUREG/CR-2300).  This chapter describes how this quantification is performed.§ 

The quantification of initiating and primary events involves two separate activities.  First 
the reliability model for each event must be established, and then the parameters of the 
model must be estimated.  The quantification also involves various types of data 
analysis (e.g., a statistical analysis of raw information), the use of generic and specific 
data, and in some cases, the collection and use of subjective data.  The necessary data 
include component-failure rates, repair times, test frequencies and test downtimes, 
common-cause probabilities, and uncertainty characterizations.  Also involved is the 
quantification of human errors, a subject not covered here because it is discussed in 
Chapter 4 of NUREG/CR-2300. 

The objective of the task described in this chapter is to estimate the frequencies of the 
initiating events and the probability of the primary events identified in accident-sequence 
definition and system modeling (Chapter 3 of NUREG/CR-2300) and thus to develop a 
database for accident-sequence quantification (Chapter 6 of NUREG/CR-2300).  It is 
important to note that the output of this task must be consistent with the general 
approach chosen and the tools to be used in accident-sequence quantification.  Before 
this task is performed, a decision will have been made as to whether the QRVA will use 
a classical or a Bayesian framework for treating uncertainties.  This decision will affect 
the way data are evaluated.  In addition, the tools used in sequence quantification will 
also affect the data analysis, in that the data must be in a form compatible with the tools.  
For example, the data analysis may yield probability distributions for reliability models 
that cannot be exactly represented by any defined distribution (e.g., a gamma or a 
lognormal distribution), and yet the quantification tools require that all inputs be 
described by one of a set of predefined distributions.  It will be the data analyst's job to 
make the data output fit this quantification requirement, by finding the “best” distribution 
                                                
§ The numerical quantities obtained by the procedures of this chapter are in a very strict sense 
estimates; that is, these quantities should be considered judgments of the values for the 
numerical quantities of interest. 
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to fit the actual result, and then to record any uncertainty (Chapter 12 of 
NUREG/CR-2300) that is thus introduced in the analysis.  Hence, the task described in 
this chapter is closely linked with the tasks of Chapters 3, 6, and 12 of 
NUREG/CR-2300. 

The development of a database for accident-sequence quantification is a multistep 
process involving the collection of data, the analysis of data, and the evaluation of 
appropriate reliability models.  It produces tables that specify the quantity to be used for 
each event in the fault and event trees. 

While the task of database development may seem to lie between the tasks of 
accident-sequence development and quantification (Chapters 3 and 6 of 
NUREG/CR-2300), it is most likely to be accomplished largely in parallel with accident 
sequence development. 

The steps that need to be addressed in developing a database are outlined below, in the 
order the tasks would be accomplished.  As in many engineering analyses, the order 
may be modified as the work progresses, or iteration may be required.  It is also possible 
that time constraints, budget constraints, or study goals may allow, or even require, 
some steps to be shortened or bypassed.  For example, instead of collecting and 
analyzing raw data, it may be sufficient to use data from a previous QRVA study.  This 
could save considerable time and cost, but it may diminish confidence in the results.  
Figure A-10 indicates the flow of the steps outlined below. 

Selection and Use of Event Models.  The data analyst must select several types of 
models for event quantification:  failure models, maintenance models, test models, and 
initiating-event models.  The factors to be considered in these decisions are discussed in 
Section 5.3 of NUREG/CR-2300. 

Data Gathering.  Early in the QRVA project, the gathering of all information that may be 
pertinent to events usually included in QRVA studies should begin.  At this point the 
development of accident sequences will not have been completed, and hence this early 
information gathering must rely on previous experience.  The information should include 
published data reports, data from other QRVA studies, and available information about 
the specific facility that is being analyzed.  This task is described in Section 5.4 of 
NUREG/CR-2300. 

Estimation of Model Parameters.  After the models have been selected, their 
parameters must be evaluated.  Two approaches to parameter estimation, the Bayesian 
approach and the classical approach, are described in Section 5.5 of NUREG/CR-2300. 

Evaluation of Dependent Failures.  It is generally recognized that dependent failures 
may make significant contributions to system unreliability.  Section 5.6 of 
NUREG/CR-2300 addresses various methods available for estimating these 
contributions. 

Uncertainties in Data.  A major concern in a QVRA is the issue of uncertainty in the 
various evaluations.  Section 5.7 of NUREG/CR-2300 discusses the factors in database 
development that contribute to uncertainty. 
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Figure  A-10.  Inputs, Outputs, and Steps in Database Development 
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A.1.9.1.  Generic Data Analysis 

Before collecting and analyzing data, it is important to know what kind of data are 
needed.  In a QRVA the events of interest are modeled as events that occur randomly.  
In general, they occur either randomly in time or randomly at each challenge.  Thus, for 
each classification of events, data will be either x events in time T or x events inn trials 
(or demands).  In addition, if it is necessary to test the component-reliability models, the 
actual time history of the failures is needed.  More specifically, if the failure of 
motor-operated valves to open when needed is a class of events to be evaluated, it will 
be necessary to search data sources to determine the number of occurrences for this 
event, either the number of demands or the time over which these events occurred, and 
when each failure to open occurred.  It will also be useful to examine other databases for 
information about the event of interest. 

In general, for events involving components in safety systems, the quantity of interest is 
the probability that the component cannot perform its intended function when the 
initiating event occurs. 

Thus, the objective of the data-gathering task is to obtain the raw information needed for 
estimating the event-model parameters identified in the preceding section:  (1) the 
number of failures in time or the number of demands for reliability models; (2) the 
frequency and duration of tests for systems or components; (3) the frequency and 
duration of maintenance on components; and (4) the frequency of initiating events.  The 
data may also be used to test the applicability of the event model; in this case, it is 
necessary to have the time of each failure.  The sources of data may include facility 
records, existing data reports, and previous QRVAs.  This section describes various 
sources of available data and their attributes, it then discusses the process of data 
collection.  It is strongly recommended that representative existing data sources be 
closely examined to establish clearly the type of data needed before beginning the 
collection of facility data. 

Generic data may be available in many forms.  The analyst may have raw (unreduced) 
failure data or reduced failure-rate data in the form of point or interval estimates, 
percentiles, and so forth. 

Two sources of generic failure-rate data that can be applied for analyses of fuel storage 
facilities are the OREDA Handbook (Reference A-2) and NUREG/CR-6928 
(Reference A-3). 

Another method of using raw generic data for determining a prior distribution is 
described by Kaplan (Reference A-12); it uses Bayes’ theorem to determine the prior 
distribution. 

A.1.9.1.1.  Initiating Event Frequency Determination 

Initiating events are the occurrences that initiate an accident sequence.  The desired 
measure for such events is frequency.  A facility may experience tens of these events 
per year or only one in 10,000 years. 
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Initiating events are assumed to occur randomly in time, and they are usually assumed 
to occur at a constant rate.  However, data on events that occur more frequently indicate 
that the rate of occurrence may be higher during the facility’s first years than during 
subsequent years.  There are insufficient data to predict whether or not the frequency of 
these initiators might increase in later life. 

For purposes of this chapter it is assumed that the model for initiating events will be 
based on a constant rate of occurrence (the Poisson model).  In current state-of-the-art 
QRVA generic data references, such as NUREG/CR-6928, most initiating event 
frequency probability distributions apply the Gamma distribution, a practice that will 
generally be followed on this QRVA. 

It should be noted that in most QRVAs initiating events are treated as single events.  
However, the initiating event can be quantified by combining several events.  This 
combination can be accomplished through a fault tree, an event tree, or a similar tool.  
While this may not affect the underlying event modeling and data analysis, it may require 
quantification tools that differ from those used to evaluate system/sequence 
frequency-weighted unavailability via fault trees, event trees, etc.  That is, it may be 
necessary to quantify the synthesized initiating event as a frequency, rather than a 
probability. 

A.1.9.1.2.  Component Failure Mode Failure Rate Determination 

Component-failure models can be divided into two general types:  timerelated models 
and demand models.  This section defines both types of models and explains their 
application. 

A.1.9.1.2.1 Time-Related Models 

A.1.9.1.2.1.1 Definition 

Reliability as a function of time can be modeled by a number of probability distributions, 
the more common models being the exponential, the Weibull, the gamma, and the 
lognormal.  Each represents a different type of failure process. 

The exponential gives the distribution of time between independent events occurring at a 
constant rate.  The Weibull gives the distribution of time between independent events 
occurring at a rate that varies in time.  The gamma gives the distribution of time required 
for exactly k independent events to occur, assuming a constant rate of occurrence.  An 
exponential distribution is a gamma with k = 1.  The lognormal implies that the 
logarithms of lifetimes are normally distributed.  There are also other models that provide 
for time-dependent failure rates, an example being the inverse Gaussian (Reference A-
13). 

In most QRVA studies, the exponential is the most commonly used timeto-failure 
distribution.  It is used basically for two reasons:  (1) many reliability studies have found 
the exponential justifiable on empirical grounds and (2) both the theory and the required 
calculations are simple.  It is important to note that, even though the time to failure is not 
exponential over the entire life of the component, the in-use portion may be exponential.  
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This assumes replacement by a component that is also in its exponential-behavior time 
period. 

The validity of the assumptions underlying the choice of the exponential distribution can 
be examined by several methods.  These methods are not discussed here because 
most QRVAs have not found it necessary to justify their choices of reliability models.  
Should there be a need to examine the time-to-occurrence distribution, the graphical 
methods described by Hahn and Shapiro (Reference A-14) and the analytical methods 
described by Mann et al. (Reference A-15) can be used. 

In this section, the exponential distribution will be used to model the time to component 
failure.  The equation for the exponential distribution is 

U(t) = 1 - e-λt (A-1) 

which represents the cumulative probability that the event has occurred by time t.  The 
parameter λ is the failure rate and is expressed in units of failures per unit time. 

A.1.9.1.2.1.2 Use of Time-Related Models 

Failure in Time:  Standby 

Many components in a complex facility are in a standby mode1 that is, they are not used 
until needed or tested.  Often such components are assumed to fail in time while in this 
standby mode. 

Standby components are usually subjected to periodic testing, which occurs, for 
example, once a month or perhaps once a year.  The time between tests is the length of 
time the component is exposed to failure without detection, and hence the term 
“fault-exposure time”.  This time is often designated by τ.  The fault-exposure time τ is 
usually determined from facility procedures, but some caution should be used when 
examining a system for test intervals.  As an example, consider the system in 
Figure A-11.  This system is tested in various pieces, that is, the logic is tested once a 
month, as are the spray pumps. 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-54 
 

 

Figure  A-11.  Test Intervals for Sample System 

The sensors are calibrated once a year and are tested once a year through the logic.  
However, the entire system is never tested end to end.  This results, in this example, in a 
specific contact never being tested during the life of the facility.  Figure A-12 focuses on 
this situation. 

 

Figure A-12.  Interface Schematic 

The logic testing verifies that the coil is energized when the test contact closes and the 
light is illuminated.  However, the contact for pump start is not tested.  The analyst then 
must decide on a value of τ for this contact that is not directly tested during the life of the 
facility.  Indeed, it may be deemed appropriate to assign a τ of 40 years.  However, in 
this case a 40-year value for τ is inappropriate, because the contact is part of a relay 
that is tested in part and has an associated mean time to failure, thus, the relay will be 
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periodically replaced and the untested contact will be renewed.  It is therefore suggested 
that the τ for the untested element be the reciprocal of the mean time to failure of the 
tested elements in the relay combined through an OR operation. 

In the present example, assume that the coil has a mean time to failure of 20 years and 
the tested contact has a mean time to failure of 5 years.  These can be combined by 
adding the failure rate, defined to be the reciprocal of the mean time to failure, and then 
inverting the result1 that is, τ = [(1/20) + (1/5)]-1 = 4 years.  Thus, it would be appropriate 
to use 𝜏𝜏 = 4 years for the contact that is not directly tested. 

After determining an appropriate τ for each component that is modeled to fail in time 
during standby, it is necessary to define the unavailability due to each component’s 
random-failure distribution in time.  The expression for the availability of a component 
that fails in time over a period τ is given by the cumulative distribution function of the 
time-to-failure distribution for that component.  For example, if a component is found to 
have an exponential failure density function (i.e., f(t) = λe-λt), then the unavailability is 
given by: 

U(t) = 1 - e-λt 

However, the demand on the safety systems and components occurs randomly in time.  
Thus, it is necessary to evaluate the unavailability function during the fault-exposure 
time τ.  If it is assumed that the demand can occur with equal likelihood at any point in 
the τ interval, as it usually does, the unavailability that should be used is the 
frequency-weighted unavailability** over the time period τ.  Thus, 

 

or, for the exponential considered above, 

 

Note that the often-used approximation for the frequency-weighted component 
unavailability assumes that (1) the failure density function is exponential and 
(2) higher-order terms of the exponential are negligible. 
                                                
** The term “frequency-weighted unavailability” is used here to distinguish between this quantity 
and a similar quantity, average (un)availability.  See a reliability text, such as that by Barlow and 
Proschan (Reference A-16), for the definition and use of the term “average availability”. 
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Failure in Time:  Annunciated 

For some components, failure is detected immediately; e.g., an annunciated failure.  The 
probability that such a component is not available if needed is related to the frequency of 
failure and the average time needed to return the component to service.  This 
unavailability is given by: 

U =
λΤ

1 + λΤ
 

where λ is the failure rate and Τ is the average total time to respond to the failure, repair 
the component, and return it to service.  Note that if λΤ is much smaller than unity, the 
unavailability may be approximated: 

U ≈ λΤ 

Failure in Time after Successful Start 

It is often necessary to evaluate the probability of a component’s starting successfully 
but failing in time before completing its mission.  The mission time is here designated τ∗.  
The probability that a component fails before τ∗ is given by the cumulative distribution 
function.  For the exponential case, 

R(τ∗) = 1 − e−λτ∗ 

    ≈ λτ∗ 

It should not be assumed that the failure rate λ in this case is the same as the failure rate 
in standby.  Indeed, in estimating the rate for failures occurring after a successful start, 
the analyst must take into account any adverse environment as well as recognize 
differences between the rates of standby and operation failures. 

Often, failure to start on demand and failure to run for some time·τ∗ are both included in 
the tree.  It must be noted that failure to run is dependent on a successful start; that is, 
the probability of failure to run for τ∗ hours must be modified by the probability of 
successful start.  There are two possible approaches to modeling this combination in the 
fault trees:  (1) as dependent events or (2) as one event. 

If failure to start and failure to continue running after starting are separate events, they 
should be modeled as mutually exclusive events (see Figure A-13). 
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Figure  A-13.  Modeling of Mutually Exclusive Events 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-58 
 

If both modes are treated as one event, then 

PE = PF + (1 - PF) λτ∗ 

That is, the model accounts for the probability of failure to start on demand plus the 
probability of a successful start and failure to run for  τ∗ hours. 

Recovery 

It is possible that some events can be reversed in time to prevent loss of fuel inventory 
control.  There are data that provide recovery times for the loss of offsite power and 
emergency power.  For accident sequences that are initiated by a loss of offsite power 
and the subsequent failure of all emergency diesels, recovery within a specified time can 
prevent loss of fuel inventory control. 

Such events can be broken into two parts:  (1) frequency of loss or failure and 
(2) probability of recovery by time t, given loss or failure.  This process is illustrated by 
the example given below, using point estimates.  The data used in this example should 
not be taken for an actual assessment, though the results should be comparable with 
those of an actual assessment. 

Example:  Total Loss of AC Power (station blackout) 

Loss of Offsite Power.  The distribution for the duration of an offsite-power loss is given 
below.  The data were collected from 46 sites where 45 losses occurred in 
313.03 site-years, the rate of loss being .144 per site-year. 

Duration (hours) Percentage of Events 

<2 70 

2 to 4 3 

4 to 8 15 

>8 12 
 

Diesel Failure.  Data from 36 facilities were used to estimate the failure of diesel 
generators to start.  If a configuration of three diesels is assumed and one diesel is 
needed for an adequate supply of power, the relevant probabilities for failure to start are 
as follows: 

P(diesel 1 fails to start) = .0261 

P(diesel 2 fails to start | diesel 1 has failed) = .234 

P(diesel 3 fails to start | diesels 1 and 2 have failed) =.552 

P(all three diesels fail to start) = .00337 

The repair-time probabilities are 
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P(diesel not repaired within 2 hours) = .66 

P(diesel not repaired within 4 hours) = .47 

P(diesel not repaired within 8 hours) = .23 

Probability of Station Blackout Given Duration.  First we define the following: 

D = duration of station blackout 

L = duration of loss of station power 

G = duration of diesel unavailability 

S = event station blackout occurs in a year 

Then for some period of time t, 

P(D > t|S) = P(L > t AND G > t|S) 

     = P(L > t|S) P(G > t|S) (assuming independence) 

If FD is the failure of all diesels on demand and FL is the loss of offsite power in a year, 
then assuming independence between diesel and offsite-power failures, 

P(S) = P(FD) P(FL) 

The probabilities being 

P(FL) = .144 

P(FD) = .0034 

and 

P(S) = 4.9 x 10-4 yr-1 

Then 

P(S and D > t) = P(D > t|S) P(S) 

For t = 2 hours: 

P(S and D > t) = (.30) (.66) (4.9 x 10-4) 

             = 9.7 x 10-5 yr-1 

For t = 4 hours: 

P(S and D > t) = (.27) (.47) (4.9 x 10-4) 
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             = 6.2 x 10-5 yr-1 

For t = 8 hours: 

P(S and D > t) = (.12) (.23) (4.9 x 10-4) 

             = 1.3 x 10-5 yr-1 

Another type of model for describing component failures is the demand model.  It is used 
to describe the failure of a component at the time of a demand for its use.  The number 
of failures in n trials is described by the binomial distribution, and the demand model is 
appropriate for components that are in a dormant state until the moment of need, when 
they are switched on.  The underlying assumption is that at each demand the probability 
of failure is independent of whether or not a failure occurred at any previous demand.  
The demand model is one that will be carried through this chapter and has been 
commonly used in QRVAs. 

The equation for the binomial distribution is as follows: 

 (A-2) 

It gives the probability of r or fewer failures in n independent trials, given the probability 
of failure in a single trial is p.  The parameter needed in this model is p, the probability of 
failure at each demand. 

A.1.9.1.2.2 Demand Model vs. Time-to-Failure Model 

Several very important factors should be taken into account when using the demand 
model.  If the event being considered really could occur before the demand, then using 
the demand model “lumps” the failure rate into the instantaneous time of the demand.  
Thus, for different demand rates the probability of failure would actually be different, and 
if the demand model is used, a reasonable estimate is obtained only if the demand rates 
are similar.  A component that behaves exactly as the demand model will have the same 
probability of failure on demand whether the demand occurs once per hour or once per 
decade. 

The relationship between a failure-on-demand model and a failure-intime model 
(assuming a constant failure rate) can easily be seen mathematically.  The following 
assumptions are typical of this situation: 

1. Component failures can be detected only at tests that occur every τ hours. 

2. Components found failed are immediately repaired or replaced, components found 
operable are returned to service in working condition. 

The data from such a situation yield x failures in N tests.  The probability of failure on 
demand is P = x/N.  Note that the results from successive tests are independent and that 
the exponential distribution allows a component to be considered as good as new after 
the test.  Thus the number of tests failed has a binomial distribution with parameters N 
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For example, if P = 1 x 10-2, τ = 720 hours (1 month), and τ1 is 1 year, then τ1/τ = 12, 
and 

 

A.1.9.1.2.3 Test Contributions to Component Unavailability 

Some test activities render a component or group of components unavailable to the 
system should a demand occur.  Such an activity should appear on the appropriate tree 
as a separate event. 

The probability that a component will be in testing when a demand occurs is simply the 
frequency of the test multiplied by the average duration of the test, normalized by the 
time between the start of tests.  For example, 

ΡΤ =
(1 test/month)(LΤ hr)

730 hr/month
 

Here LT is the average length of a test that occurs once every month. 

The model often used in QRVAs for the time to complete a test is the lognormal 
distribution.  Although this assumption has not been extensively tested, several studies 
have found the lognormal distribution to provide a reasonable fit (References A-17 
through A-19). 
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The equation for the lognormal distribution is 

 

This equation represents the cumulative probability that the event has been completed 
by time t.  The parameters σ and μ can be expressed in other terms: 

μ = ln M 

σ =
ln (EF)

1.64
 

where the parameter M is the median time to completion and the error factor EF is the 
quantity that, when multiplied by the median, gives the time of completion that is equal to 
or longer than 95 percent of all times to complete the event. 

Sections 5.5.1 and 5.5.2 of NUREG/CR-2300 show how to estimate the parameters of a 
lognormal time-to-completion distribution as either distributions or point estimates with 
confidence limits.  Methods for propagating these uncertainty measures can be found in 
Chapter 12 of NUREG/CR-2300.  These methods can be used to estimate the 
distribution or point estimate with confidence limits for PT from the parameter 
distributions or point estimates and confidence limits.  The quantity PT is then the input 
required for the accident-sequence quantification discussed in Chapter 6 of 
NUREG/CR-2300. 

A.1.9.1.2.4 Maintenance Contributions to Component Unavailability 

A maintenance act is considered to be any unscheduled activity that causes a 
component or system to be taken out of service.  It may be expected that repair takes 
place, but this repair may vary from the very simple to the very complex. 

The evaluation of the maintenance contribution is similar to that of testing, except that 
maintenance acts occur randomly in time, whereas for tests the time is fixed.  The 
Reactor Safety Study (Reference A-18), for example, found that the time of maintenance 
for all components could be modeled by a lognormal distribution with 5th and 95th 
percentile points of 1 and 12 months, respectively.  In most cases, it may be expected 
that the frequency of maintenance will exceed the frequency of failure for a component 
in the fault tree because the number of component failures requiring maintenance far 
exceeds the number of failures that completely negate a component’s ability to function 
in its safety role.  A good example is a motor-operated valve that must open to 
successfully perform its safety role.  Failure to open occurs less frequently than 
valve-stem leaks, which require the valve to be taken out of service for repacking, but do 
not directly negate the safety role of the valve. 

The probability that a component is in maintenance when a demand occurs is shown 
below as: 

PM =
fMLM

1 + fMLM
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In this expression, fM is the average frequency of required maintenance and LM is the 
average length of the maintenance. 

The lognormal distribution (see Equation [A-3]) can be used for the time to complete 
maintenance, while the frequency of occurrence may be lognormal or exponential.  
Sections 5.5.1 and 5.5.2 of NUREG/CR-2300 show how to estimate the parameters of 
both the lognormal and the exponential distributions as either distributions or point 
estimates with confidence limits.  Chapter 12 of NUREG/CR-2300 gives the methods for 
propagating the distribution or point estimate with confidence limit parameters to the 
event PM, which will then be a distribution or a point estimate with confidence limits.  The 
quantity PM, then, is the required input for accident-sequence quantification (Chapter 6 of 
NUREG/CR-2300). 

A.1.9.1.3.  Facility-Specific Data Collection, Review, and Interpretation 

At present, no complex facility keeps records of component reliability for the specific 
purpose of using them as data for risk assessments.  The QRVAs that have been 
conducted to date have had to depend on other sources for facility-specific data.  These 
sources include many facility records and procedures that may be available to the QRVA 
analysts.  The usefulness of a particular source depends on the reliability models chosen 
to represent components in system fault trees.  On the other hand, the availability (or the 
absence) of various data sources may affect the choice of models by a system analyst.  
Table A-3 lists the most common parameters used to represent components, the data 
required to derive estimates of the parameters, and the potential sources of such data at 
facilities.  How these sources can be used to extract needed information is briefly 
explained below. 
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Table  A-3.  Sources of Facility Data 

Parameter Data Requirements Potential Sources 

1. Probability of failure on 
demand 

 Number of failures a. Periodic test reports, 
maintenance reports, control-
room log 

 Number of demands b. Periodic test reports, periodic 
test procedures, operating 
procedures, control-room log 

2. Standby failure ratea  Number of failures a. See 1a above 
 Time in standby b. Control-room log 

3. Operating failure ratea  Number of failures a. See 1a above 
 Time in operation b. Control-room log, periodic 

test reports, periodic test 
procedures 

4. Repair-time distribution 
parameters 

Repair times Maintenance reports, control-
room log 

5. Unavailability due to 
maintenance and testing 

Frequency and length of test 
and maintenance 

Maintenance reports, control-
room log, periodic test 
procedures 

6. Recovery Length of time to recover Maintenance reports, control-
room log 

7. Human errorsb  Number of errors a. Maintenance reports, control-
room log, periodic test 
procedures, operating 
procedures 

 Opportunities b.

a See Section A.1.9.1.2.1. 
b While this chapter does not deal with the evaluation of human errors, it is likely that a 
search for facility-specific data would find human-error data to supplement the analysis 
methods described in Chapter 4 of NUREG/CR-2300. 
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A.1.9.1.3.1 Periodic Test Reports and Procedures 

Periodic test reports and procedures are a potential source of data on failures, demands, 
and operating time for components that are tested periodically.  Test reports for key 
components or systems typically contain a description of the test procedure and a 
checklist to be filled out by the tester as the steps are performed.  For example, in an 
operating test of an emergency diesel generator, the procedure may call for starting the 
diesel and running it for an hour.  The record of a specific test would report whether or 
not the diesel started and whether it ran successfully for the entire hour.  Another 
example is a test of emergency system performance, in which the procedure calls for the 
tester to give an emergency signal that should open certain flow paths by moving some 
motor-operated valves and starting one or more pumps.  The position of the valves and 
the operation of the pump are then verified, giving records of whether the valves and 
pumps responded successfully to the demands.  As shown by these examples, records 
of periodic tests provide a self-contained tally of demands on some components, as well 
as the failure (and success) of the component given these demands. 

When failures are reported in periodic tests, however, the failure mode should be 
examined carefully, if possible, before the failure is included in a failure-parameter 
estimate to be used in system fault trees.  In the diesel-generator example, the report 
may note that the result of the test was unsatisfactory because the diesel tripped on a 
signal of low oil pressure, high oil temperature, or the like.  If any of these trips are 
disabled by a facility-specific accident signal, such an event should not be counted in 
deriving a failure-parameter estimate for a fault tree that is part of that facility-specific 
accident sequence, even though the test report indicated an unsatisfactory performance 
by the diesel generator.  If, on the other hand, the diesel would have failed if the trip was 
bypassed, it must be counted as a failure.  Similarly, a test report on diesel-generator 
operability may log an unsatisfactory result due to an air-compressor failure.  Such a 
failure would cause a diesel-generator failure to start only if it occurred in conjunction 
with a leak in the diesel air tank.  In this instance, the test report indicates a failure even 
though no actual demand was placed on the diesel. 

If the records of actual periodic tests are not readily available, the test procedures can 
be used to estimate the number of testing demands or the operating time during tests for 
a component over a period of time.  To do this, the number of demands or the operating 
time of a single test can be multiplied by the frequency of the test and the pertinent 
calendar time.  Of course, this approach is valid only if the tests are conducted at the 
prescribed frequency.  Some tests may in fact be conducted at more frequent intervals 
than those stated in the procedures.  Facility personnel should be interviewed to 
determine what adjustments are necessary. 

If this approach is used, a count of failures must be obtained from different sources; 
e.g., maintenance reports.  Since these sources may not indicate clearly which failures 
occurred during the periodic tests considered, the failure-parameter estimates derived by 
this approach are probably conservative.  In order to correctly match failures with 
demands or operating time for a component, the number of demands or the duration of 
operating time occurring outside periodic tests must be obtained.  Stich information is 
usually much more difficult to extract from typically available data sources. 
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A.1.9.1.3.2 Maintenance Reports 

Reports of maintenance on components are potential sources of data on failures, repair 
times after failure, and other unavailability due to maintenance.  These reports typically 
include the following: 

1. A facility identification number for the component undergoing maintenance and a 
description of the component. 

2. A description of the reason for maintenance. 

3. A description of the work performed. 

4. An indication of the time required for the work or the duration of the component's 
unavailability. 

The report may indicate that maintenance was needed because the component failed to 
operate adequately or was completely inoperable.  Such an event may then be added to 
the count of component failures.  The maintenance report often gives information about 
the failure mode and mechanism as well as the amount of time spent on repair after the 
failure was discovered. 

Such information must be interpreted carefully, because the actual repair time may cover 
only a fraction of the time the component was unavailable between the detection of the 
failure and the completion of repairs.  In addition, the repair time is often given in terms 
of man-hours, which means that the actual time spent on repair could be shorter, 
depending on the size of the work crew; the use of recorded man-hours would therefore 
lead to a conservative estimate of repair time.  The complete out-of-service time for the 
component can, however, be derived, because the maintenance record often states the 
date on which the failure was discovered and the date on which the component was 
made available after repair. 

Maintenance reports that record preventive maintenance can be used to estimate the 
contributions of these actions to component unavailability.  Again, the report may show 
that a component was taken out of service on a certain date and restored some time 
later, giving a sample of the duration of maintenance.  The frequency of these events 
can be derived from the number of preventive-maintenance reports in the calendar time 
considered. 

Unfortunately, not all maintenance reports present all of the information listed above.  
Often, the descriptions of a component’s unavailability or the work performed are unclear 
(or missing altogether), requiring guesswork as to whether an unfailed component was 
made unavailable by maintenance or whether the maintenance was the result of 
component failure.  An additional problem that has already been mentioned is the 
difficulty in matching up the failures recorded in maintenance reports with the demands 
or operating times reported in other documents. 
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A.1.9.1.3.3 Operating Procedures 

Operating procedures can be used to estimate the number of demands on certain 
components in addition to demands occurring during periodic tests.  This estimate is 
obtained by multiplying the number of demands imposed on a component during a 
procedure by the number of times the procedure was carried out during the calendar 
time of interest.  Unfortunately, the latter number is not always easily obtained.  For 
procedures followed during facility fill or supply operations, the number of times the 
procedure was performed should be readily obtainable, but for procedures followed 
during operation, this information will be available only from the control-room log. 

A.1.9.1.3.4 Control-Room Log 

Many of the gaps in a component-reliability database compiled from test and 
maintenance records can be filled by examining the control-room log, which is a 
chronological record of important events at the facility.  For example, the log has records 
of demands made (e.g., pumps and diesel generators) at times other than periodic tests.  
It notes the starting and stopping times for these components, thus supplying 
operating-time data.  The log also notes the initiation of various operating procedures, 
thus adding to the information about demand.  Furthermore, it records periods when 
certain components and systems are out of service, and in this the log is often more 
accurate than the maintenance reports. 

There is, however, a problem with using the control-room log as a source of component 
data:  all events in the log are listed chronologically, without being separated by system, 
type of event, or any other category.  The analyst must therefore search through many 
irrelevant entries to find those needed for the database.  The additional accuracy that is 
supplied to the estimates of component-failure parameters by data from the log may not 
be worth the effort needed to search through several years of the facility history recorded 
in the log. 

A.1.9.1.4.  Bayesian Updating of Generic Data with Facility-Specific Evidence 

After model selection, the parameters of the models can be estimated.  Two methods of 
estimation are described in this chapter and are complemented by the relevant methods 
in Chapters 6 and 12 of NUREG/CR-2300:  (1) classical methods and (2) Bayesian 
methods. 

A Bayesian analysis allows the augmentation of available data by quantified personal 
opinion.  The analyst quantifies his belief about the parameters (unknown constants) in 
the model, exclusive of the information in the data, by a probability distribution, that is, 
he not only models the occurrence of accidents probabilistically but also develops a 
probability model for his beliefs about such occurrences.  The data analyst should be 
aware that this may be difficult to do, and it will be even more difficult to convince the 
community at large to adopt his degree of belief as their own. 

In a classical analysis, knowledge and expertise also play a role, but less formally, in 
general serving only as aids in choosing probability models and relevant data.  For 
example, data obtained under normal operating conditions may or may not be applicable 
to accident conditions.  An understanding of the situation is needed to resolve this 
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question.  Once such questions are resolved, a classical analysis lets the data “speak for 
themselves”.  The users of a classical analysis must be aware that limited data can lead 
to imprecise estimates.  Though the introduction of a quantified degree of belief can 
improve the apparent precision of risk estimates, it may be useful and informative to do 
both a Bayesian and a classical analysis, thus allowing the reader of a QRVA to 
separate the data and the belief components of the results. 

A.1.9.1.4.1 Classical Estimation 

A.1.9.1.4.1.1 Point Estimation 

Reliability and availability models involve a variety of parameters, such as 
component-failure rates and expected repair times, that need to be estimated in order to 
estimate the probability of specific accident sequences.  Choosing a point estimate can 
involve a variety of considerations, depending on the information available.  If data are 
available and it is desired to obtain estimates that are strictly functions of the data, then, 
for the models commonly used in risk analysis, point estimators are well established.  
The point estimators generally used for the binomial, Poisson, and lognormal models, 
and appropriate data, are given below. 

Binomial Distribution.  The data, parameter, and estimate for binomial models are as 
follows: 

Data:  f failures in n demands.  The number of demands is known, the outcomes, 
success or failure, are statistically independent, and the failure probability is constant 
across these demands. 

Parameter:  p, the probability of failure on demand (dimensionless). 

Estimate: 

p* = f/n 

Poisson Distribution.  For Poisson models, the data, parameter, and estimate are the 
following: 

Data:  f failures (or occurrences of an initiating event) in T time units.  The quantity T 
is known; failures occur independently and at a constant rate in time and across 
different items, which may be combined to obtain the data. 

Parameter:  λ, the failure rate (number of failures per unit time). 

Estimate: 

λ* = f/T 
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Lognormal Distribution.  The data, parameters, and estimates for lognormal models 
are as follows: 

Data:  n independent positive observations, x1, x2, …, xn, such as repair times, whose 
logarithms are modeled as being normally distributed. 

Parameters:  μ, the expected value of t = loge(X) and σ2, the variance of t. 

Estimates: 

μ∗ = ∑ ti
n

n
i=1 = t̅ for the sample mean 

σ2∗ = ∑(ti−t̅)2

n−1
= st

2 for the sample variance 

All the estimates given here are unbiased, which means that, on the average, they equal 
the parameter being estimated.  Moreover, all but σ2* are maximum-likelihood 
estimators.  Additional details pertaining to these estimates are available in a text by 
Mann et al. (Reference A-15), which also provides statistical estimators for other models, 
such as the Weibull and gamma distributions, and other situations, such as a fixed 
number of failures/random operating-time estimates of the failure rate λ. 

Classical point estimates are attempts to identify single parameter values indicated by 
the data.  As such, they are data summaries, and information is necessarily lost in the 
summarization.  The loss is serious in the case of point estimation because the amount 
of data going into the estimates is lost.  For example, one failure in 10,000 hours yields 
the same point estimate of a failure rate as do ten failures in 100,000 hours, but clearly 
more information is present in the latter case.  If this information is ignored or not 
communicated, an incomplete analysis results.  Two classical methods by which the 
amount of information pertaining to parameters of interest can be conveyed are standard 
errors and statistical confidence intervals. 
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A.1.9.1.4.1.2 Standard Errors 

If the data-yielding process described above is repeated, the parameter estimates will 
vary; that is, in another n demands or T time units, the number of failures will vary (in a 
manner described by the probability models used to analyze those data).  Furthermore, 
then repair times collected in the future would differ from those observed at present.  
The variance over such repetitions of the estimators described above provides a 
measure of the information contained in the point estimates obtained.  The larger the 
variance, the less reliable the point estimate.  In general, the variance of an estimator is 
not known, but it can be estimated in these cases.  The square root of the estimated 
variance of an estimator is termed the “standard error of the estimate”.  For the 
parameters considered in the preceding section, the standard errors (s.e.) are as 
follows: 

(The information contained in an estimated variance is usually conveyed by reporting the 
degrees of freedom, n - 1 in the case considered here, rather than a standard error.) 

One way in which standard errors are used is to obtain approximate classical confidence 
limits on the parameter of interest.  For example, the point estimate plus or minus twice 
its standard error provides a crude 95-percent confidence interval on the parameter.  
Thus, a large standard error, relative to the point estimate, indicates that the data do not 
provide a very clear indication of the parameter.  If only a point estimate is given, this 
information about the data is lost, and an unwarranted and misleading aura of precision 
may result.  Without standard errors, any comparison of point estimates, say for the 
purpose of ranking accident sequences, may be misleading. 

A.1.9.1.4.1.3 Interval Estimation 

A given set of data, say f failures in T hours, can occur in sampling from a variety of 
Poisson distributions.  That is, many other values of λ besides λ* = f/T can give rise to 
this particular outcome.  Some values of λ, however, are more consonant with the data 
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than others.  This realization is the basis for classical confidence intervals, whose 
purpose is to identify ranges of parameter values that are consonant with the data to 
some specified extent.  For example, suppose an upper 95-percent limit on λ is found to 
be λ95 =10-4 failures per hour.  This means that, for λ values greater than 10-4, the 
observed data are in the extreme 5 percent of possible outcomes; such λ values are not 
very consistent with the data.  Values of λ less than 10-4 are less inconsonant with the 
data.  Both upper and lower confidence limits, at any specified confidence level, can be 
obtained, and the interval between these limits is termed a “classical confidence 
interval”.  Classical confidence intervals have the property that, in repeated sampling, 
the probability that the confidence interval will contain the parameter of interest is at 
least at the specified confidence level. 

As indicated above, approximate confidence intervals on a parameter can be obtained 
from a point estimate and its standard error.  For the three distributions considered here, 
though, exact confidence limits or better approximations can be readily obtained. 

Binomial Distribution 

where PU(1 - α)and PL(1 – α) are the upper and the lower 100(1 - α)% confidence limits, 
respectively, and  χ²(m, γ) denotes the 100  γ-percentile of the chi-squared distribution 
with m degrees of freedom.  The interval between PL(α) and PU(α) constitutes a 
100(1 - 2α)% confidence interval. 
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Poisson Distribution 

The upper and the lower 100(1 - α)% confidence limits on λ are obtained by solving the 
following equations: 

λU(1 − α) =
χ2(2f + 2; 1 − α)

2Τ
 

λL(1 − α) =
χ2(2f; α)

2Τ
 

Note that, mathematically, confidence limits on a failure rate λ are similar to those on a 
failure probability p, with time units replacing the number of demands. 

Lognormal Distribution 

The upper and the lower 100(1 - α)% confidence limits on μ. are obtained from 

 

where t(f, γ) denotes the γ-percentile of the Student’s t distribution with f degrees of 
freedom. 

For the upper and the lower 100(1 - α)% confidence limits on σ2, the following equations 
are used: 

σU
2 (1 − α) =

(n − 1)σ2∗

χ2(n − 1, α) 

σL
2(1 − α) =

(n − 1)σ2∗

χ2(n − 1,1 − α) 

As already discussed, classical confidence intervals supplement point estimates as a 
summary of the databased information about the parameters of a probability model.  
They also serve to provide guidance on the parameter ranges that should be covered in 
a sensitivity analysis (see Chapter 12 of NUREG/CR-2300).  That is, if one is interested 
in the change in an accident-sequence probability that results from a change in a 
component parameter, confidence intervals provide a plausible range over which the 
component parameter should be varied. 

Occasionally, in QVRAs classical confidence limits are misinterpreted as percentiles on 
a probability distribution of the parameter.  Because confidence limits are derived under 
the assumption that these parameters are constants, not random variables, such an 
interpretation is unwarranted, except perhaps as a Bayesian degree-of-belief 
distribution, given a uniform prior distribution.  One reason confidence limits are given a 
distributional interpretation is to provide input to probabilistic uncertainty analyses 
(Chapter 12 of NUREG/CR-2300).  One could view such an analysis as a mathematical 
device for obtaining approximate classical confidence limits on an accident-sequence 
probability, given data pertaining to the parameters in the accident model, but better 
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methods are available (Chapters 6 and 12 of NUREG/CR-2300).  One particular 
treatment of confidence limits that should be avoided is the fitting of distributions to 
classical confidence limits on failure rates or probabilities. 

An example of the application of classical techniques is included in Section 5.5.2.5 of 
NUREG/CR-2300, where the result can be compared with Bayesian treatments of the 
same data. 

A.1.9.1.4.2 Bayesian Estimation 

The Bayesian approach is similar to the classical approach in that it yields “best” point 
estimates and interval estimates, the intervals representing ranges in which, we are 
confident, the parameter really lies.  It differs in both practical and philosophical aspects, 
though.  The practical distinction is in the incorporation of belief and information beyond 
that contained in the observed data; the philosophical distinction lies in assigning a 
distribution that describes the analyst’s belief about the values of the parameter.  This is 
the so-called prior distribution. 

The prior distribution may reflect a purely subjective notion of probability, as in the case 
of a Bayesian degree-of-belief distribution, or any physically caused random variability in 
the parameter, or some combination of both.  Physically caused random variations in a 
parameter like a failure rate may stem from facility and/or system effects, operational 
differences, maintenance effects, environmental differences, and the like.  The 
distribution that describes this physically caused random variation in the parameter is 
sometimes referred to as the “population variability” distribution (Reference A-22) and 
can be represented by a Bayesian prior distribution.  However, such random variation in 
the parameter can also be modeled by classical methods, using compound distributions 
in which the population-variability distribution becomes the mixing distribution.  On the 
other hand, if the prior distribution embodies subjective probability notions regarding the 
analyst’s degree of belief about the parameter, the Bayesian method is the appropriate 
framework for making parameter estimates.  A comparative discussion of both 
interpretations of the notion of probability, the subjective and the relative-frequency 
notions, is given by Parry and Winter (Reference A-23). 

Whether the analyst does or does not have objective relative-frequency data, he will 
often have other information based on engineering designs, related experience in similar 
situations, or the subjective judgment of experienced personnel.  These more or less 
subjective factors will also be incorporated into the prior distribution—that is, into the 
description of his prior knowledge (or opinions) about the parameter. 

The Bayesian method takes its name from the use of Bayes’ theorem and the 
philosophical approach embodied in the 18th-century work of the Rev. Thomas Bayes 
(Reference A-24).  Bayes’ theorem (see Section A.1.9.1.4.2.1.1) is used to update the 
prior distribution with directly relevant data.  Here the term “generic data” will be used to 
refer to parameterrelated information that is nonspecific to any particular facility or 
application, being an aggregation over more than one use condition.  A prior distribution 
is often based on such generic data sources (Reference A-22).  A QRVA for a particular 
facility, of course, requires not generic data but rather estimates that are specific to the 
facility or application.  Bayes’ theorem then updates the prior distribution with 
facility-specific evidence and has the effect of “specializing” the prior to the specific 
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facility.  The updated, or specialized, prior is called the “posterior distribution” because it 
can be derived only after the facility-specific evidence is incorporated.  The prior reflects 
the analyst's degree of belief about the parameter before such evidence; the posterior 
represents the degree of belief after incorporating the evidence.  Facility-specific 
estimates are then obtained from the posterior distribution as described in 
Sections 5.5.2.3 and 5.5.2.4 of NUREG/CR-2300. 

A.1.9.1.4.2.1 Essential Elements of the Bayesian Approach 

This section considers the essential elements of the Bayesian approach to data 
reduction.  It presents a brief discussion of Bayes’ theorem, the basic notions of 
Bayesian point and interval estimation, and a step-by-step outline of the procedures for 
obtaining Bayesian estimates. 

The main benefit in using the Bayesian approach to data reduction is that it provides a 
formal way of explicitly organizing and introducing into the analysis assumptions about 
prior knowledge.  This knowledge may be based on past generic industry-wide data and 
experience, engineering judgment, expert opinion, and so forth, with varying degrees of 
subjectivity.  The parameter estimates will then reflect this knowledge.  Such prior 
information is often available to the extent that it may contribute more to knowledge 
about the parameter than does the more directly applicable (but sparse) facility-specific 
information. 

A.1.9.1.4.2.1.1 Bayes’ Theorem 

The fundamental tool for use in updating the generic prior distribution to obtain facility- or 
application-specific parameter estimates is Bayes’ theorem.  If the parameter of interest 
is a failure rate λ (number of failures per unit time), Bayes’ theorem states that 

f(λ|E) = f(λ) L(E|λ)

∫ f(λ) L(E|λ) dλ∞
0

 (A-4) 

where f(λ|E) is the posterior distribution, the probability density function of λ, conditional 
on the specific evidence E; f(λ) is the prior distribution, the probability density function 
of λ based on generic information but incorporating no specific evidence E; and L(E|λ) is 
the likelihood function, the probability distribution of the specific evidence E for a given 
value of λ. 

If the parameter of interest is the probability of failure on demand, p, rather than a failure 
rate λ per unit time, then λ is simply replaced by p in Equation (A-4).  However, the 
likelihood function will differ for the different cases, as shown in Sections 5.5.2.3.1 
and 5.5.2.4 of NUREG/CR-2300. 

In certain special cases, the integral on the right-hand side of Equation (A-4) can be 
done analytically to give a closeE-form expression for the posterior distribution.  The 
term “conjugate prior” is used to describe the prior-distribution form that conveniently 
simplifies the integration. 

For example, if the likelihood function is the Poisson distribution (see Section 5.5.2.4 of 
NUREG/CR-2300), then the gamma family represents the conjugate prior:  the posterior 
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distribution will be expressible in closed form as another gamma distribution.  
Section A.1.9.1.4.2.2.3 will discuss this in more detail.  In general, a closeE-form 
integration will not be possible, and numerical techniques must be used; alternatively, 
the continuous prior distribution can be approximated by a discrete approximation and 
the integral replaced by a sum.  An example of the latter approach has been given by 
Apostolakis et al. (Reference A-22). 

Numerical integration or a discrete approximation is often needed when the generic data 
include a precise description of a prior distribution, so that the analyst lacks the flexibility 
to choose a mathematically tractable form for it.  For example, if a lognormal prior 
distribution is specified for λ and the likelihood is the Poisson distribution, then the 
posterior distribution cannot be obtained analytically in closed form.  On the other hand, 
if we have incomplete information, this choice can be made from the conjugate family of 
distribution (see Section A.1.9.1.4.2.2.3), which yields the mathematical convenience 
and resultant simplicity of a closeE-form expression for the posterior distribution.  
Sensitivity studies can then be used to examine the effects of this choice. 

The discrete form of Bayes’ theorem is 

( ) ( ) ( )
( ) ( )

i i
m

i i
i 1

f L E
f E

f

 

E L
=

λ λ
λ =

λ λ∑
 (A-5) 

where λi (I = 1, 2,…, m) is a discrete set of failure-rate values.  The prior and posterior 
distributions are approximated by the discrete functions f(λi) and f(λi|E), respectively. 

The discrete form of Bayes’ theorem is mathematically convenient and is sometimes 
used as an approximation to the continuous form given by Equation (A-4) when the 
denominator in Equation (A-4) cannot be evaluated in closed form.  In such cases, the 
range of the parameter is carved into a set of intervals and the probability content of 
each interval is then associated with a single point inside the interval. 

There are two important issues that should be raised in conjunction with the 
discrete-prior approach.  First, it sometimes happens that the use of a discretized 
approximation to a continuous prior does not produce a meaningful well-spread posterior 
distribution (see Reference A-22, Examples 2 and 3).  In such cases, the prior 
distribution must be finely spread in the appropriate region after the initial posterior 
distribution has been obtained.  Thus, the method may require more than one iteration to 
produce a meaningful posterior, and such recursive procedures may be unacceptable.  
Second, if continuous priors of a specified form (e.g., a lognormal distribution) are 
discretized, the results may be interpreted as a crude approximation .to the integration in 
Equation (A-4).  A better approximation is to use Equation (A-4) in conjunction with an 
appropriate numerical integration method, such as the Gauss quadrature, thus 
maintaining in effect a continuous prior distribution.  This is the approach used by 
Ahmed et al. (Reference A-25). 

The denominator of either Equation (A-4) or Equation (A-5) can be thought of simply as 
a normalizing factor that makes the posterior distribution integrate or sum to unity.  Thus, 
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Bayes’ theorem can be stated verbally as simply saying that the posterior distribution is 
proportional to the product of the prior distribution and the likelihood function. 

A.1.9.1.4.2.1.2 Bayesian Point and Interval Estimation 

The prior distribution summarizes the uncertainty in a parameter as reflected by prior 
judgment and/or the generic data sources on which the prior is based.  Similarly, the 
posterior distribution summarizes the uncertainties in the facility-specific value of the 
parameter as reflected by the combined influence of both the prior distribution and the 
likelihood function.  In either case, it is frequently desired to obtain either a point or an 
interval estimate of the underlying parameter. 

A Bayesian point estimate is a single value that, in some precisely defined sense, best 
estimates or represents the unknown parameter.  Two commonly used point estimates 
are the mean and the median (50th percentile) of the prior or the posterior distribution.  
The mean of a distribution is the Bayesian estimate that minimizes the average squared 
error of estimation (averaged over the entire population of interest), while the median is 
the one that minimizes the average absolute error.  Thus, either the mean or the median 
of the prior distribution can be used as a point estimate of the unknown generic 
parameter, likewise, the mean or the median of the posterior distribution can be used as 
a point estimate of the unknown facility- or application-specific parameter.  The 
properties of the two estimators are discussed by Martz and Waller (Reference A-26).  
The mean or the median would be found by conventional statistical procedures: using 
the prior distribution, the mean of a failure rate λ is given by 

μλ = ∫ λf(λ) dλ∞
0  (A-6) 

while the median is the solution to 

F(λ) = ∫ f(t) dt = .5λ
0  (A-7) 

F(λ) denoting the cumulative distribution function.  Using the posterior distribution, the 
prior f(λ) would be replaced by the posterior f(λ|E) in Equations (A-6) and (A-7). 

Now consider the problem of obtaining an interval estimate for λ, using either the prior or 
the posterior distribution, depending on whether one is concerned with a generic or a 
specific failure rate.  Suppose we want a probability of (1 - γ) that the interval estimate 
really includes the unknown failure rate.  (For example, γ = .05 for .95 probability.)  We 
can obtain a 100(1 - γ)% two-sided Bayes probability interval estimate of λ by solving the 
two equations 

∫ 𝑓𝑓(𝜆𝜆)𝜆𝜆𝐿𝐿
0  𝑑𝑑𝑑𝑑 = 𝛾𝛾

2
 (A-8) 

and 

∫ 𝑓𝑓(𝜆𝜆)∞
𝜆𝜆𝑈𝑈

 𝑑𝑑𝜆𝜆 = 𝛾𝛾
2
 (A-9) 
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for the lower end point λL and the upper end point λU.  It follows immediately that 
P(λL < λ < λU) = 1 - γ.  Such an interval is often called a “Bayesian confidence interval”; 
we avoid that term here because it is not a confidence interval in the classical sense.  
The coefficient (1 - γ) is the subjectively defined probability that the interval estimate 
(λL,  λU) contains λ. 

For a Bayesian interval estimate of an unknown facility-specific failure rate, the posterior 
distribution f(λ|E) would replace the prior distribution f(λ) in Equations (A-8) and (A-9).  
The interval estimate (λL,  λU) would then be such that P(λL < λ < λU E) = 1 – γ. 

Analogous results hold when the parameter of interest is a failure-ondemand 
probability p rather than a failure rate λ. 

A.1.9.1.4.2.1.3 Step-by-Step Procedure for Bayesian Estimation 

The QRVA analyst goes through several steps in Bayesian data reduction.  For 
estimating a parameter like a component-failure rate or a failure-ondemand probability, 
the steps are as follows: 

1. Identify the sources and forms of generic information to be used in selecting an 
appropriate prior distribution for the parameter (see Section A.1.9.1.4.2.2.1). 

2. Select a prior-distribution family if none has been specified as part of the generic 
information (see Sections A.1.9.1.4.2.2.2 and A.1.9.1.4.2.2.3). 

3. Choose a particular prior distribution by reducing and/or combining the generic data 
from Step 1 (see Sections 5.5.2.2.4 through 5.5.2.2.8 of NUREG/CR-2300). 

4. Plot the prior and summarize it by determining its mean, variance, and selected 
summary percentiles. 

5. If generic estimates are required, determine them from the prior as in 
Section A.1.9.1.4.2.1.2. 

6. If facility- or application-specific estimates are required, then— 

a. Obtain data representing operating experience with the specific component. 

A. Identify an appropriate form for the likelihood function (see Sections 5.5.2.3.1 
and 5.5.2.4.1 of NUREG/CR-2300). 

c. Use Bayes’ theorem to get the posterior distribution (see Section 5.4.2.1.1 of 
NUREG/CR-2300). 

d. Plot the posterior distribution on the same page with the prior and summarize the 
posterior in the same manner as in Step 4. 

e. Compare the prior and the posterior distributions to see the effect of the specific 
data. 
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f. Obtain the desired estimates from the posterior distribution. 

7. Investigate the sensitivity of the results to the prior distribution. 

A.1.9.1.4.2.2 Determining Prior Distributions 

A fundamental part of any Bayesian estimation procedure is the selection and fitting of a 
prior distribution.  This section considers “generic” data that can be used to determine a 
prior distribution, including sample sources of such data, and then discusses some 
methods for reducing or combining such data in fitting a prior.  Subsequently, several 
classes of priors that have been found useful in complex facility applications will be 
introduced.  Particular emphasis is given to the class of noninformative prior 
distributions, useful when there are few or no prior generic data.  Lognormal, gamma, 
and beta prior distributions are presented for possible use when prior generic data are 
available. 

A.1.9.1.4.2.2.1 Sources of Data for Use in Bayesian Estimation 

Three types of information about the reliability parameter of interest are often available:  
(1) engineering knowledge about the design, construction, and performance of the 
component, (2) the past performance of similar components in similar environments, and 
(3) the past performance of the specific component in question.  The first two types 
constitute the “generic” information (or data) and may include varying degrees of 
subjective judgment.  The third type, constituted of objective data, is the “facility- or 
application-specific” information (or data). 

There are several sources of facility- or application-specific data that can be used via 
Bayes’ theorem to determine posterior distributions suitable for application-specific 
estimates.  Facility-specific equipment history reports or databases and corrective 
maintenance reports or databases are usually good sources of information to support 
determination of Bayesian posterior distributions. 

A.1.9.1.4.2.2.2 Noninformative Prior Distributions 

“Noninformative” prior distributions are a class of priors that loosely minimize the relative 
importance of the prior (compared with the data) in generating a posterior estimate.  
There are many ways of precisely quantifying this basic notion and hence a variety of 
classes of noninformative priors and corresponding methods for their attainment in 
practice.  The notion adopted here for the noninformative prior is that of Martz and 
Waller (Reference A-26), in which, roughly speaking, a prior is said to be noninformative 
if the facility-specific data serve only to change the location of the corresponding 
likelihood and not its shape.  This and other notions have also been discussed by 
Jeffreys (Reference A-27), and a summary of the relevant literature on this subject has 
been presented by Parry and Winter (Reference A-23). 

Noninformative priors are useful when little or no generic prior information is available, 
they should not be used when there is such information, because they deliberately 
downgrade its role in the estimation process.  Frequently, Bayesian estimates from 
noninformative priors are identical with, or very close to, the classical estimates, a fact 
illustrating the versatility of the Bayesian method.  However, interval estimates 
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generated by their use are probability intervals, not classical confidence intervals.  
Section 5.5.2.3.2 of NUREG/CR-2300 presents the noninformative prior for 
failure-on-demand probabilities, and Section 5.5.2.4.2 of NUREG/CR-2300 does so for 
failure rates.  Since noninformative priors contain no generic information, it may be 
preferable to avoid their use when even minimal generic prior data are available. 

A.1.9.1.4.2.2.3 Natural Conjugate Prior Distributions 

Natural conjugate prior distributions have the property that, for a given likelihood 
function, the posterior and prior distributions are members of the same family of 
distributions.  In such cases, the posterior distribution has a closeE-form analytical 
representation (at least to the extent that the prior does), and accordingly the 
expressions for computing the Bayesian point and interval estimates can usually be 
represented in terms of well-defined probabilities.  This will be seen in Sections 5.5.2.3.3 
and 5.5.2.4.3 of NUREG/CR-2300.  The parameters of such priors are often especially 
easy to interpret, playing the role of prior failure data entirely analogous to the specific 
data used in the likelihood function.  This will also be illustrated in Sections 5.5.2.3.3 
and 5.5.2.4.3 of NUREG/CR-2300.  Such families of priors are often rich enough and 
flexible enough to permit the analyst to model reasonably a wide range of prior data that 
may be encountered (Reference A-26).  Finally, there are well-developed methods for 
fitting natural conjugate priors to generic prior data.  Some of these will be discussed in 
Sections 5.5.2.2.6 and 5.5.2.2.7 of NUREG/CR-2300. 

For these reasons, natural conjugate priors have found application in complex facility 
QRVAs (see, for example, Reference A-28).  Their use is recommended (see, for 
example, Reference A-25) whenever the exact form of the prior has not been specified 
as part of the generic prior data, but the data are sufficient to determine a reasonable 
member of the natural conjugate family.  If incomplete information exists on the prior, as 
often happens, the analyst will have the flexibility to select the form of the distribution, 
and the conjugate prior is often the natural selection.  However, a sensitivity analysis 
should be performed to confirm this choice. 

A.1.9.2.  Common Cause Failure Analysis 

Several terms have been used to describe specific types of dependent failures.  
Common-mode failures†† are multiple, concurrent, and dependent failures of identical 
equipment that fails in the same mode.  Propagating failures occur when equipment fails 
in a mode that causes sufficient changes in operating conditions, environments, or 
requirements to cause other items of equipment to fail.  Common cause failures are 
failures of multiple equipment items occurring from some single cause that is common to 
all of them.  While a great many dependent failures are due to a common cause, not all 
can be categorized as such, propagating failures being a case in point. 

Unfortunately, the above three categories of dependent failures are neither mutually 
exclusive nor exhaustive.  This has resulted in much confusion in the literature.  For our 
purposes, the term “dependent-failure analysis” will be used to describe the assessment 
                                                
†† In the Reactor Safety Study (Reference A-18), the term “common-mode failure” was used in a 
broader sense to include all the types of dependent failures defined in Section 3.7.2 of 
NUREG/CR-2300. 
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of all multiple, concurrent, and dependent failures.  A survey of the various definitions 
that have been proposed for common-cause and common-mode failures has been 
published by Smith and Watson (Reference A-29). 

A.1.9.2.1.  Definition of Dependent Failures 

A number of authors have developed extensive lists of categories of dependent failures 
with the primary objective of design improvement.  One of the more comprehensive 
classifications is that by Watson and Edwards (Reference A-30).  The purpose here, 
however, is to help risk analysts select methods for their analysis, and therefore the 
simplified classification scheme described below is adequate. 

Type 1.  Common Cause Initiating Events (external events):  external and internal 
events that have the potential for initiating a facility transient and increase the probability 
of failure in multiple systems.  These events usually, but not always, cause severe 
environmental stresses on components and structures.  Examples include fires, floods, 
earthquakes, losses of offsite power, aircraft crashes, and gas clouds. 

Type 2.  Intersystem Dependences:  events or failure causes that create 
interdependences among the probabilities of failure for multiple systems.  Stated another 
way, intersystem dependences cause the conditional probability of failure for a given 
system along an accident sequence to be dependent on the success or failure of 
systems that precede it in the sequence.  There are several subtypes of interest in risk 
analysis. 

Type 2A.  Functional Dependences:  dependences among systems that follow 
from the facility design philosophy, system capabilities and limitations, and design 
bases.  One example is a system that is not used or needed unless other systems 
have failed; another is a system that is designed to function only in conjunction with 
the successful operation of other systems. 

Type 2A.  ShareE-Equipment Dependences:  dependences of multiple systems on 
the same components, subsystems, or auxiliary equipment.  Examples are (1) a 
collection of pumps and valves that provide both a coolant-injection and a 
coolant-recirculation function when the functions appear as different events in the 
event tree and (2) components in different systems fed from the same electrical bus. 

Type 2C.  Physical Interactions:  failure mechanisms, similar to those in 
common-cause initiators that do not necessarily cause an initiating event but 
nonetheless increase the probability of multiple system failures occurring at the same 
time.  Often they are associated with extreme environmental stresses created by the 
failure of one or more systems after an initiating event.  For example, the failure of a 
set of sensors in one system can be caused by the excessive temperature resulting 
from the failure of a second system to provide cooling. 

Type 2D.  Human-Interaction Dependences:  dependences introduced by human 
actions, including errors of omission and commission.  The persons involved can be 
anyone associated with a facility-life-cycle activity, including designers, 
manufacturers, constructors, inspectors, operators, and maintenance personnel.  A 
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dependent failure of this type occurs, for example, when an operator turns off a 
system after failing to correctly diagnose the condition of the facility. 

Type 3.  Intercomponent Dependences:  events or failure causes that result in a 
dependence among the probabilities of failure for multiple components or subsystems.  
The multiple failures of interest in risk analysis are usually within the same system or the 
same minimal cut set that has been identified for a system or an entire accident 
sequence.  Subtypes 3A, 3B, 3C, and 3D are defined to correspond with Subtypes 2A, 
2B, 2C, and 2D, respectively, except that the multiple failures occur at the subsystem 
and component level instead of at the system level. 

A.1.9.2.1.1 Analysis of Intercomponent Dependences (common cause failures) 

Once the intersystem dependences are accounted by means of one of the methods 
described in the preceding section, the facility logic has been developed to a level of 
detail corresponding with basic component-failure modes.  Before the quantification of 
the event and fault trees can be completed, it is necessary to analyze the possibilities for 
dependences among the basic component failures (Type 3 intercomponent 
dependences).  A well-known category of dependent failures involving multiple 
components is common cause failure (CCF):  the occurrence of multiple component 
failures induced by a single, shared cause.  The importance of CCF in system-failure 
analysis can be seen from the following simple example of a system with three 
components, A, B, and C.  Suppose that the reliability block diagram for this system is 
given by: 

 

The corresponding system unavailability Q can be expressed as 

Q = P(A AND B) + P(C) - P(A AND B AND C) 

or alternatively as 

Q = P(A) • P(B|A)[1 - P(C|A AND B)] + P(C) 

where P(x) is the availability of Component x and P(y|z AND t) is the unavailability of 
Component y given Components z and t are failed. 

The significance of common-cause failures in this example is as follows: any cause of 
failure that affects any pair or all three components at the same time (or, in general, any 
multiple set of components in the system) will have an effect on system unavailability.  
When Equation 3-2 of NUREG/CR-2300 is used, these common causes show up as 
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dependences in that the conditional component unavailabilities—for example, P(B|A)—
are different from, and often significantly greater than, the respective unconditional 
unavailabilities, in other words, P(B|A) >> P(B).  It is a well-known characteristic of 
common-cause failures that, if the cause or causes are shared by two or more 
components in the same minimal cut set, the assumption that the component 
unavailabilities are independent leads to optimistic predictions of system reliability.  It is 
not so well known that, if the dependence exists between two or more units in a series 
system (i.e., in different minimal cut sets), the assumption of independent failures can 
lead to conservative predictions, depending on how the data are analyzed.  However, 
the former effect is more important and can lead to considerably larger errors in 
calculations for highly reliable redundant systems. 

The magnitude of the errors that result from neglecting common-cause failures can be 
seen by developing the model of the above three-component system in terms of sets of 
explicit causes of component failure.  Suppose that each of the three components can 
fail through independent causes, denoted by A', B', and C', and further that there are 
additional causes of failure, denoted by D, common to Components A and B, and a final 
set of causes, denoted by E, that are common to Components B and C. 

The causes of single and multicomponent failures can be represented in the format of a 
fault tree (see Figure A-14) where the causes appear at the level below the basic 
component-failure modes. 
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Figure  A-14.  Fault Tree for a Three-Component System with Independent and 
Common Causes 

An alternative approach is to develop the failure causes for each component-failure set 
in the form of a cause table (see Section 3.6.2 of NUREG/CR-2300), separately from the 
fault tree or the reliability diagram, which is left in terms of basic component-failure 
modes.  In Table A-4 this fault tree is quantified under the assumption that all the causes 
of single and multicomponent failures are independent for the different cases chosen to 
illustrate the effect of the common causes.  The tree can then be quantified in the normal 
way with the aid of the minimal cut sets of causes rather than the minimal cut sets of 
component-failure modes, both of which are indicated in Figure A-14. 
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Table  A-4.  Effect of Two Types of Common Causes on Fault-Tree 
Quantificationa 

Parameter 

Fault-Tree Quantification Case 

Case 1 Case 2 Case 3 Case 4 

No Common 
Cause, No 

Single Failures 

Common 
Causes A and 
B, No Single 

Failures 

No Redundancy, 
No 

Common-Cause 
Failure 

No 
Redundancy, 

Common 
Causes B and C 

P(A1) 1.0 x 10-3 9.9 x 10-4 1 1 

P(B') 1.0 x 10-3 9.9 x 10-4 1.0 x 10-3 5.0 x 10-4 

P(C1) 0 0 1.0 x 10-3 5.0 x 10-4 

P(D) 0 1.0 x 10-5 0 0 

P(E) 0 0 0 5.0 x 10-4 

Q 1.0 x 10-6 1.1 x 10-5 2.0 x 10-3 1.5 x 10-3 
a see Figure A-14 for the fault tree. 

 

Cases 1 and 2 are selected to illustrate the well-known result of a common cause shared 
by redundant components, in this case, A and A.  In each of these cases the component 
unavailability is held fixed at 1 x 10-3 but is distributed differently between the 
independent and the common causes.  As the common-cause contribution is varied 
from 0 to 1 percent (essentially the same as varying the component beta factor from 0 
to .01), the system unavailability is increased by more than a factor of to.  Of course, 
there are examples in which the effect of common cause is many orders of magnitude.  
However, these values were selected to help view the problem from a different 
perspective, as explained in the discussion that follows. 

Let us examine Case 1—the typical situation in which the component unavailabilities are 
known and it is assumed that the component-failure modes are independent.  This 
assumption implies that all the causes of component failure, which presumably are not 
known in most cases, are also independent.  A comparison of Cases 1 and 2 shows 
that, in order for the result of case 1 to be “correct”, it is necessary to establish that all 
causes of failure, which contribute to more than 99 percent of the component 
unavailability, are independent.  (Even if only 0.1 percent of the failure-cause 
contribution is common, the result of Case 1 is still off by a factor of 2.)  This result can 
be generalized to the statement that, whenever independence is claimed between 
subsystems highly reliable redundancy, it is necessary to have an extraordinarily high 
level or confidence in asserting that all causes of subsystem failure are independent.  
The level of confidence that the independence assumption is correct must exceed the 
complement of the unavailability claimed for the redundant subsystem.  This result is 
compounded for higher levels of redundancy. 

Cases 3 and 4 illustrate a result that is not so well known: for a given fixed level of 
component unavailability, common cause failures actually tend to improve the reliability 
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of a system of components in series; i.e., components not in the same minimal cut set.  
In these two cases, the redundancy is eliminated (P[A] = 1) and the unavailabilities of 
Components B and C are held fixed, again at 10-3.  As the common cause contribution to 
component unavailability increases from 0 to 50 percent (i.e., as the beta factor 
increases from 0 to 0.50), the system unavailability decreases by 30 percent.  In most 
cases the common cause fraction would be expected to be less than 50 percent, in 
which case the effect on the series system unavailability would be smaller.  Hence, this 
type of common cause can usually be ignored with a small error on the conservative 
side.  However, this example points to the fact that the existence of any cause common 
to any set of components in a system changes the unavailability of the system.  The 
situation becomes even more complicated in the multisystem or facility-level models 
encountered in risk analysis. 

The simple model and examples described above are also useful in describing some of 
the interrelationships between common cause failures and their analysis—and the 
related issues of human reliability, data, and completeness.  The role of completeness 
should be obvious from the quantification cases just described.  The sensitivity of 
reliability predictions to the assumption that component failures are independent has 
been shown to be strongly related to the completeness of the model.  Only in the ideal 
case, when essentially all the causes of component unavailability are identified and 
shown to be independent, can we be assured that the error resulting from the 
assumption of independence is negligible.  In realistic cases, in which only some of the 
causes are explicitly identified, the assumption of independent failures, particularly in the 
case of multiple equipment items in the same cut set, should be suspect.  Hence, the 
more complete the models are in terms of the identification of causes, the better the 
treatment of common cause failures. 

The relationship between human actions and common cause failures arises from the fact 
that all types of system and component failures are either caused or induced by human 
actions.  Design errors and other human acts during manufacture, installation, operation, 
and maintenance are among the chief causes of multiple as well as single component 
failures.  Of particular interest in the analysis of common cause failures is the fact that a 
substantial number of human errors and shortcomings affect the entire system—or at 
least multiple components, as opposed to individual components singly.  The 
dependence among error rates in a sequence of human actions is recognized as an 
important factor in the technique for predicting the rates of human error, which is 
discussed in Chapter 4 of NUREG/CR-2300. 

The limitations and uncertainties associated with attempts to analyze common cause 
failures can be largely attributed to a lack or a scarcity of data.  For example, if sufficient 
applicable data were available at the system level, the unavailability and other reliability 
characteristics of the system could be estimated directly from the data without analyzing 
the system through various combinations of cause failures.  The analysis of fielE-
experience data is also the most effective and defensible way to establish the degree of 
dependence among the causes of multiple failures, to estimate the conditional 
frequencies of common cause failures (e.g., beta factors), or to estimate multiple-failure 
frequencies directly, depending on the type of the model.  However, many problems and 
limitations are associated with currently published data sources and “banks” in the 
context of common cause analysis.  These are discussed in Chapter 5 of 
NUREG/CR-2300. 
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There are basically three approaches to analyzing and quantifying the effects of 
common-cause failures in a system-failure analysis.  One is to develop the causes of 
failure explicitly in the fault trees or the cause tables.  The second and third approaches 
are the beta-factor and the binomial-failure-rate methods, which use parameters to 
quantify the effect of common causes without explicitly enumerating the causes.  All 
three approaches require the collection and analysis of CCF experience data, as 
described in Chapter 5 of NUREG/CR-2300.  A brief discussion and a limited 
comparison of the three methods are presented below. 

A.1.9.2.1.2 Fault-Tree Analysis of Common-Cause Failures 

One approach to the analysis of common-cause failures is to model them directly in the 
system fault tree or as specific entries in the cause table.  The basic concepts of 
fault-tree construction and cause-table analysis are discussed in Sections 3.5 and 3.6.2 
of NUREG/CR-2300, respectively.  This approach seeks to apply experience data at the 
greatest level of detail available.  Specific details of the modeled system-failure modes 
are compared with the common cause failures experienced in similar systems to 
determine their applicability.  The analyst must exercise judgment in this task because 
rarely are the systems exactly alike.  For example, suppose a dependence induced two 
of two redundant trains to fail in one system, but the system to be analyzed has three 
redundant trains.  The analyst must decide whether to model the cause as affecting all 
three trains or just two, depending on the details of the experienced event in relation to 
the design of the system being analyzed.  While some design changes may have been 
specifically introduced to eliminate observed dependent failures, it is recognized that 
these same changes may introduce new common cause failures as yet not experienced.  
The review of past experience is therefore often augmented by systematic searches for 
dependences between the components of the system.  Two or more components may 
share the same operating environment or require the same periodic maintenance 
actions. 

These qualitative searches for sources of common cause failure are useful for the task 
of design improvement but, when performed in the absence of CCF experience data, are 
difficult to quantify without resorting to the assignment of subjective probabilities.  
However, a systematic search for the common causes of failure would greatly enhance 
the basis for such subjective assessments.  The computer-aided procedures described 
in Section 3.7.3.9 of NUREG/CR-2300 are useful in carrying out such systematic 
searches for common-cause failures. 

As indicated in the sample fault-tree analysis of causes in Section A.1.9.2.1.1, the chief 
weakness of this approach is the tendency to underestimate the frequencies of 
common-cause failures because of the incomplete enumeration of causes.  If the 
systematic search identified the common causes of failure for each of the lowest order of 
minimal cut sets for the system, it would be easier to establish that the most important 
CCF events were accounted for.  As indicated in examples given below, it would be 
extremely difficult to establish that any redundant system is not susceptible to 
common-cause failures. 

It is of interest to examine some actual occurrences of dependent failures and to 
determine whether the search procedures would have identified them.  Tables A-5 
and A-6 describe two classes of dependent failures:  those due to generic causes and 
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those due to special conditions.  The generic causes are defined as out-of-tolerance 
operating conditions; the special conditions refer to conditions or attributes that may be 
common to a number of system components.  These causes and conditions form the 
basis for a search for dependent failures. 

For example, failure data on page 3-88 of NUREG/CR-2300 show that, in the 
11 instances of multiple failures, five were due to maintenance or operator error and one 
was due to improper installation.  This emphasizes the importance of the noted special 
conditions.  The search procedures may have been able to assign the cause of a 
multiple-failure event to a common inadequately trained maintenance team.  This same 
maintenance team, however, would be responsible for much of the facility’s systems.  A 
great many dependences could be attributed to this condition alone.  All such 
dependent-failure causes could not possibly be included in the system's fault tree.  Yet 
several maintenance-related errors did lead to dependent failures. 

How could the analyst determine beforehand which dependences to ignore and which to 
include?  This reveals an important limitation associated with fault-tree cause analysis.  
In an effort to ensure completeness, an intractable number of dependences are 
identified.  Taken separately, these dependences can often be discounted on the basis 
of a perceived low occurrence probability.  Experience shows, however, that as a class 
they cannot be dismissed.  There are many accounts of dependent-failure events 
involving dependences once thought to be highly improbable.  Table A-7 lists just a few. 
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Table  A-5.  Generic Causes of Dependent Failures 

Generic Cause Example of Source 

Impact Pipe whip, water hammer, missiles, earthquakes, structural 
failure 

Vibration Machinery in motion, earthquake 

Pressure Explosion, out-of-tolerance system changes (pump 
overspeed, flow blockage) 

Grit Airborne dust, metal fragments generated by moving parts 
with inadequate tolerances, crystallized boric acid from 
control system 

Moisture Condensation, pipe rupture, rainwater 

Stress Thermal stress at welds of dissimilar metals 

Temperature Fire, lightning, welding equipment, cooling-system faults, 
electrical short-circuits 

Freezing Water freezing 

Electromagnetic Interference Welding equipment, rotating electrical machinery, lightning, 
power supplies, transmission lines 

Conducting Medium Conductive gases 

Out-of-Tolerance Voltage Power surge 

Out-of-Tolerance Current Short-circuit, power surge 

Corrosion (acid) Boric acid from chemical control system, acid used in 
maintenance for rust removal and cleaning 

Corrosion (oxidation) In a water medium or around high-temperature metals 
(e.g., filaments) 

Other Chemical Reactions Galvanic corrosion, complex interactions of fuel cladding, 
water, oxide fuel, and fuel chemicals 

Biological Hazards Poisonous gases, explosions, missiles 
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Table  A-6.  Special Conditions 

Special Conditions Example of Source 

Calibration Misprinted calibration instructions 

Installation Contractor Same subcontractor or crew 

Maintenance Incorrect procedure, inadequately trained 
personnel 

Operator or Operation Operator disabled or overstressed, faulty 
operating procedures 

Proximity Location of components in one cabinet 
(common location exposes all of the 
components to many unspecified common 
causes) 

Test Procedure Faulty test procedures that may affect all 
components normally tested together 

Table  A-7.  Dependent Failures Involving Subtle Dependences 

Facility Description 

Facility 1 Dropped lightbulb led to shorted instrument 
bus, leading to a scram and a severe transient 

Facility 2 Maintenance error: valves in auxiliary 
feedwater system left closed 

Facility 3 Gasket rupture on service-water liner resulting 
spray failed a pressure switch 

Facility 4 Improper installation of insulation led to failure 
of three ADS valves through overheating 

Facility 5 Maintenance error: lifted electrical lead 
prevented automatic pump start 

Facility 6 Mechanic maintaining one service-water 
pump accidentally broke an adjacent pump 
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A.1.9.2.1.3 Common Cause Failure Analysis Parametric Methods 

This section provides a detailed description of the various parametric models applied in 
common cause failure analysis, develops a set of estimators for their parameters, and 
describes the implication of the assumptions made in developing the estimators.  The 
estimators presented here are point estimators.  Appendix D of NUREG/CR-5485 
discusses the representation of the statistical uncertainty in the values of these 
estimates.  The models are described by showing how each model is used to calculate 
the probability of occurrence of the various common cause basic events.  It is therefore 
helpful to review the definition of common cause basic events and other key concepts 
prior to the discussion of the models.  This section is an adaptation of information 
provided in Appendix A of NUREG/CR-5485. 

As described in Section 5.1 of NUREG/CR-5485, a common cause basic event is 
defined as “an event representing multiple failures of (usually similar) components due to 
a shared cause.” 

Thus, in modeling a system of three components A, B, and C as in Section 5.2 of 
NUREG/CR-5485, in addition to the basic events A1, B1, and C1 representing 
unavailability or failure of one and only one component, it is necessary to consider the 
common cause basic events CAB, CBC and CAC, CABC.  When defined in this way, events 
are clearly interpreted as specifying the impact of the underlying causes of failure.  In the 
same way that the single component basic events represent the sum of contributions 
from many causes, so do the common cause basic events. 

When constructing system models, not taking common cause failures into account, the 
basic events representing unavailability of different component are regarded as 
independent.  The question arises whether, since the common cause basic events form 
a partition of the failure space of the components, these basic events can be defined as 
being independent.  To investigate this further, it is necessary to decompose the events 
into the contributions from root causes. 

Define 

1

(i) ( j)
I I C

i j

A A A= +∑ ∑  (A-10) 

where AI
(i) is a truly independent failure of Component A as a result of Cause I, and AC1

(j)  
is a failure of Component A and only A as a result of the occurrence of a common cause 
trigger j.  In this context, the common cause trigger implies the occurrence of some root 
cause of failure and also the existence of a coupling mechanism. 

Similarly, define 

2

(i)
AB AB(C )

i

C C=∑  (A-11) 
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where CAB(C2)
(i)  is a failure of Components A and B from the occurrence of a common 

cause, I, which resulted in the two failures only.  In the notation used, (C2) indicates that 
the common cause event involved two components only.  Similar expansions can be 
developed for B1 and CBC. 

If these events are regarded as being independent, the following (cause level) cut set 
expansions of the system cut sets result: 

1 1 1 1

(i) ( j) (i) ( j) (i) ( j) (i) ( j)
I I I I I IC C C C

i j i j i j i j

A B A B A B A B A B• = • + • + • + •∑ ∑ ∑ ∑ ∑ ∑ ∑ ∑  (A-12) 

2 2

(i) ( j)
AB BC AB(C ) BC(C )

i j

C C C C• = •∑ ∑  (A-13) 

Looking at the causal cut sets more closely, it can be seen that among them there exist 
cut sets of the type: 

AI
(k) ∙ BI

(k) 

AC1

(k) ∙ BC1

(k) 

CAB(C2)
(k) ∙ CBC(C2)

(k)  

The first of these is logically correct given that the causes indicated by a subscript I are 
independent.  Then the two failures may by chance occur simultaneously.  However, 
when the failures result from a common cause, cut sets such as AC1

(k) ∙ BC1

(k) would be 
indistinguishable from CAB(C2)

(k) , and should be classified as the latter.  Similarly,  

CAB(C2)
(k) ∙ CBC(C2)

(k)  would be indistinguishable from CABC(C3)
(k) .  Thus, when the common 

cause failures are introduced into the model at the impact level (i.e., by evaluating the 
functional state of components involved and not the specific causes), the basic events 
can no longer be regarded as truly independent since this may cause logical 
inconsistencies with the system model. 

A convenient approach to properly model common cause failure events is to define the 
events AI, CAB, CAC, and CABC to be mutually exclusive, since they partition the failures 
space of A according  to the explicit impact on other components in the common cause 
group. 

Such a definition implies that cut sets of the type CAB • CAC are identically zero.  This 
definition  has particular implications for the analysis of event data in that events in which 
three components fail, must be identified as one or another of the combinations AICBC, 
AIBICI,CABC, and other permutations, but excluding CAB • CBC.  This, and the observation 
made earlier about indistinguishability, guarantees mutual exclusivity of the partition of 
the failure space of each components.  It should be noted that in this report the AI, BI, 
and CI are still regarded as independent events even though the common cause 
contribution to these events, the AC1

(j)  in Equation A.1 from NUREG/CR-2300, can lead to 
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some cut sets at the cause level, which have the same problem concerning 
indistinguishability as the multiple component cut sets discussed previously.  The 
contribution of the latter is considered to be insignificant. 

Once the basic events are defined, a simplifying assumption is made to reduce the 
number of probabilities that need to be estimated.  According to this assumption, the 
probabilities of similar basic events involving similar types of components are the same 
(symmetry assumption).  For example, if A, B, and C are identical components, then 

P(AI) = P(BI) = P(CI) = Q1 

P(CAB) = P(CAC) = P(CBC) = Q2 

P(CABC) = Q3 (A-14) 

Note that, with the symmetry assumption, the probability of failure of any given common 
cause basic event involving similar components depends only on the number and not on 
the specific components in that basic event.  This number is indicated as a subscript to 
the letter Q used to represent the probabilities of basic events.  Therefore, Q2, for 
example, is the probability of basic events involving failure of two and only two 
components due to a shared cause. 

It should be mentioned at this point that, as will be seen shortly, the probability of the 
basic event Qk changes with “m”, the total number of components in the common cause 
component group.‡‡ 

Therefore, the general representation of the probabilities of basic events is the following: 

Qk
(m) = probability of a basic event involving k specific components 

(l ≤ k ≤ m) in a common cause component group of size m (A-15) 

And, the general, 

Qk
(m) ≠ Qk

(l) 𝑙𝑙 ≠ 𝑚𝑚 (A-16) 

The above discussion provides the necessary background for the following presentation 
of the various parametric models for calculating the probabilities of common cause basic 
events. 

A.1.9.2.1.3.1 Parametric Models 

Parametric models refer to different ways in which the probabilities of the basic events in 
terms of a set of parameters are calculated.  Numerous parametric models have been 
proposed over the past two decades, and some have been widely used in risk and 
reliability analyses.  The models presented in this appendix and also in Section 5 of 
NUREG/CR-5485, cover a wide range of such models.  The main characteristics of 
these models are summarized in Table A-8. 

                                                
‡‡ A common cause component group is a set of (usually identical) components considered to be 
susceptible to common cause failure (see also Sections 3 and 4 of NUREG/CR-5485). 
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Table  A-8.  Key Characteristics of some Popular Parametric Models 

 

Table A-8 also provides a categorization of these models based on how each of the 
basic event probabilities is estimated. 

The two major categories are: 

• Shock Models 
• Nonshock Models 
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A “shock model” recognizes two failure mechanisms:  (1) failures due to random 
independent causes of single component failures and (2) failures of one or more 
components due to common cause “shocks” that impact the systems at a certain 
frequency.  The shock models, therefore, develop the frequency of the second type of 
failure as the product of the frequency of shocks and the conditional probability of failure 
of components, given the occurrence of shocks. 

The nonshock models estimate basic event probabilities without postulating a model for 
the underlying failure process.  The Basic Parameter model is used to estimate the basic 
event probabilities directly.  The other models discussed here, namely, the Beta Factor, 
Multiple Greek Letter (MGL), and Alpha Factor models, are reparameterizations of the 
basic parameter model.  They are used whenever common cause failure probabilities 
are estimated by using estimates of the ratios or probabilities from one source of data, 
and independently a total failure rate or probability from another source.  For example, 
facility-specific data may be used to estimate a total failure probability but, as there is 
insufficient data to estimate multiple failure probabilities, a generic source like the 
OREDA Handbook may be used to estimate ratios of multiple to single components 
failure events. 

Basic Parameter Model 

The basic parameter model (Reference A-31) refers to the straightforward definition of 
the probabilities of the basic events as given by Equation (A-15).  Depending on the 
system modeling requirements, Qk

(m)′s can be defined as demanE-based (frequency of 
failures per demand) or time-based (rate of failures per unit time).  The latter can be 
defined both for the standby failure rates as well as for the rate of failures during 
operation. 

In terms of the basic specific parameters defined in Equation (A-15), the total failure 
probability, Qt, of a component in a common cause group of m components is 

κ
κ=

 −
 
κ −=  

  
 

∑
m

(m)
t

1

m 1
1Q Q  (A-17) 

where the binomial term 

 

represents the number of different ways that a specified component can fail with (k-1) 
other components in a group of m similar components.  In this formulation, the events 
Qk

(m), Qj
(m) are mutually exclusive for all k, j.  If the events Qk

(m) were not defined as being 
mutually exclusive, but independent, Equation (A-17) is still valid under the rare event 
approximation. 
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Beta Factor Model 

The beta factor model (Reference A-32) is a single parameter model; that is, it uses one 
parameter in addition to the total component failure probability to calculate the common 
cause failure probabilities.  It was the first model to be applied to common cause events 
in risk and reliability studies.  The model assumes that a constant fraction (p) of the 
component failure probability can be associated with common cause events shared by 
other components in that group.  Another assumption is that whenever a common cause 
event occurs, all components within the common cause component group fail.  
Therefore, for a group of m components, all Qk

(m)′s defined in Equation (A-15) are zero
except Ql

(m) and Qm
(m).  The last two quantities are written as (dropping the superscript m) 

Ql
(m) = (1 − β)Qt

Qm
(m) = βQt (A-19) 

This implies that 

β = Qm
(m)

Ql
(m)+Qm

(m) (A-20) 

Note that Qt, the total failure probability of one component, is given as 

Qt = Ql
(m) + Qm

(m) (A-21) 

which is the special case of Equation (2-17) when Q2
(m) = Q3

(m) = ⋯ = Qm−1
(m) = 0.

Therefore, using the beta factor model, the frequencies of various basic events in a 
common cause group of m components are 

As can be seen, the beta factor model requires an estimate of the total failure rate of the 
components, which is generally available from generic data sources, and a 
corresponding estimate for the beta factor.  As will be shown later in this appendix, the 
estimators of beta do not explicitly depend on system or component success data, which 
are not generally available.  Also, estimates of the beta parameter for widely different 
types of components do not appear to vary appreciably.  These two observations and 
the simplicity of the model are the main reasons for its wide use in risk and reliability 
studies. 

It should be noted that relaxing the requirement for data on demands or time in operation 
(success data) requires making specific assumptions concerning the interpretation of 
data.  This and several related issues regarding the assumptions behind the various 
models and the implications of the assumptions are discussed later in this appendix.  
The questions about interpretation of data and its impact on the form of estimators led to 
the development of a single parameter model known as the C-factor model 
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(Reference A-33) which is different from the beta factor model only in the way the data 
are used to estimate the single parameter of the model. 

Although historical data collected from the operation of facilities indicate that common 
cause events do not always fail all redundant components, experience from using this 
simple model reveals that, in some cases, it gives reasonably accurate (only slightly 
conservative) results for redundancy levels up to about three or four.  However, beyond 
such redundancy levels, this model generally yields results that are conservative.  When 
interest centers around specific contributions from third or higher order trains, more 
general parametric models are recommended. 

Multiple Greek Letter Model 

The MGL model (Reference A-34) is the most general of a number of recent extensions 
of the beta-factor model.  The MGL model was the one used most frequently in the 
International Common Cause Failure Reliability Benchmark Exercise (Reference A-35).  
In this model, other parameters in addition to the beta factor are introduced to account 
more explicitly for higher order redundancies and to allow for different probabilities of 
failures of subgroups of the common cause component group. 

The MGL parameters consist of the total component failure probability, Qt, which 
includes the effects of all independent and common cause contributions to that 
component failure, and a set of failure fractions, which are used to quantify the 
conditional probabilities of all the possible ways a common cause failure of a component 
can be shared with other components in the same group, given component failure has 
occurred.  For a group of m redundant components and for each given failure mode, 
m different parameters are defined.  For example, the first four parameters of the 
MGL model are, as before 

Qt = total failure probability of each component due to all independent and 
common cause events. 

plus 

β = conditional probability that the cause of a component failure will be shared by 
one or more additional components, given that a specific component has 
failed. 

γ = conditional probability that the cause of a component failure that is shared by 
one or more components will be shared by two or some additional 
components, given that two specific components have failed. 

δ = conditional probability that the cause of a component failure that is shared by 
two or more components will be shared by three or more additional 
components given that three specific components have failed. 

The general equation that expresses the probability of k specific component failures due 
to common cause, Qk, in terms of the MGL parameters, is consistent with the above 
definitions.  The MGL parameters are defined in terms of the basic parameter model 
parameters for a group of three similar components as 
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Qt = Q1
(3) + 2Q2

(3) + Q3
(3) (A-23) 

β(3) =
2Q2

(3) + Q3
(3)

Q1
(3) + 2Q2

(3) + Q3
(3) 

γ(3) = Q3
(3)

2Q2
(3)+Q3

(3) (A-24) 

δ and higher order terms are identically zero. 

For a group of four similar components, the MGL parameters are 

Qt = Q1
(4) + 3Q2

(4) + 3Q3
(4) + Q4

(4) (A-25) 

δ(4) = Q4
(4)

3Q3
(4)+Q4

(4) (A-26) 

It is important to note that the integer coefficients in the above definitions are a function 
of m, the number of components in the common cause group.  Therefore, it is generally 
inappropriate to use MGL parameters that were quantified for an m unit group in an l unit 
group, m ≠ l.  The same comment applies to the other similar multi-parameter methods. 

The following equations express the probability of multiple component failures due to 
common cause, Qk, in terms of the MGL parameters for a three-component common 
cause group: 

Q1
(3) = (1 − β)Qt 

Q2
(3) =

1
2

β(1 − γ)Qt 

Q3
(3) = γβQt (A-27) 

For a four-component group, the equations are 

β(4) =
3Q2

(4) + 3Q3
(4) + Q4

(4)

Q1
(4) + 3Q2

(4) + 3Q3
(4) + Q4

(4) 

γ(4) = 3Q3
(4)+Q4

(4)

3Q2
(4)+3Q3

(4)+Q4
(4) (A-28) 

Q1
(4) = (1 − β)Qt 

Q2
(4) =

1
3

β(1 − γ)Qt 
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Q3
(4) =

1
3

βγ(1 − δ)Qt 

Q4
(4) = βγδQt 

The generalization of this is given by 

( ) ( )
k

(m)
k 1 k 1 t m 1

i 1

1Q 1 Q            k 0
m 1

1, ,

k 1

+ +
=

= ρ −ρ ρ =
 −
 − 
  
 

=t   (A-29) 

where 

ρ1 = 1, ρ2 = β, ρ3 = γ,…, ρm+1 = 0 

Alpha-Factor Model 

As explained in Appendix D of NUREG/CR-5485, rigorous estimators for the beta factor 
and the MGL model parameters are fairly difficult to obtain, although approximate 
methods have been developed and used in practice (Reference A-36).  A rigorous 
approach to estimating beta factors is presented in Reference A-37 by introducing an 
intermediate event-based parameter, which is much easier to estimate from observed 
data.  Reference A-38 uses the multiparameter generalizations of event-based 
parameters directly to estimate the common cause basic event probabilities.  This 
multi-parameter common cause model is called the alpha factor model. 

Alpha factor parameters are estimated from observable data from a sampling scheme.  
The MGL parameters cannot be directly related to any known sampling scheme and 
observable data.  This difference and its implications are described more fully in 
Appendix D of NUREG/CR-5485. 

The alpha factor model defines common cause failure probabilities from a set of failure 
frequency ratios and the total component failure frequency, QT.  In terms of the basic 
event probabilities, the alpha factor parameters for non-staggered testing are defined as 

(m)
k

(m)
k

m
(m)
k

k 1

m
k Q

m
k Q

=

 
 
 
  
 α =
 
 
 
  
 

∑

 (A-30) 
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where 

m
(m)

t k
k 1

k
=

α ≡ α∑  (A-33) 

To see how Equation (A-32) is obtained from Equations (A-17) and (A-30), note that 
Equation (A-30) can also be written as 

m
(m) (m) (m)
k t k

k 1

m m 1
k k k 1Q Q
m =

    −
      −α =    

            

∑  

By summing both sides over k we get 

m m m
(m) (m) (m)
k t k

k 1 k 1 k 1

m m 1
1 k k 1Q k Q
m = = =

    −
      −α =    

            

∑ ∑ ∑  
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or 

m
(m)
k t

k 1 t

m
mk Q Q

=

 
 

= 
α  

 

∑  

where we have used Equations (A-17) and (A-33).  By using the above equation in 
Equation (A-30) and solving for Qk

(m) we get Equation (A-32). 

The parameters of the α-factor and the MGL models are related through a set of simple 
relations.  For example, for a common cause component group of size three, the MGL 
parameters are 

β(3) =
2α2 + 3α3

α1 + 2α2 + 3α3
 

γ(3) = 3α3
2α2+3α3

 (A-34) 

Similarly, the alpha factor model parameters for the same group are written as 

α1
(3) = 3(1 − β) 

α2
(3) =

3
2

β(1 − γ) 

α3
(3) = βγ (A-35) 

The form of these relations depends on assumptions regarding the particular testing 
scheme (staggered vs. non-staggered) applied to the system as described in 
Section A.1.9.2.1.3.2.  Tables A-9, A-10, and A-11 list such conversion equations for 
common cause component groups of up to size m = 8, under both staggered and 
non-staggered testing schemes. 
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Table A-9.  MOL to Alpha Factor Conversion Formulae for Staggered Testing 
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Table  A-9.  MOL to Alpha Factor Conversion Formulae for Staggered Testing 
(Continued) 
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Table  A-10.  Alpha Factor to MGL Conversion Formulae for Non-Staggered 
Testing 
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Table  A-10.  Alpha Factor to MGL Conversion Formulae for Non-Staggered 
Testing (Continued) 
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Table A-10.  Alpha Factor to MGL Conversion Formulae for Non-Staggered 
Testing (Continued) 
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Table  A-11.  MGL to Alpha Factor Conversion Formulae for Non-Staggered 
Testing 
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Table A-11.  MGL to Alpha Factor Conversion Formulae for Non-Staggered 
Testing (Continued) 
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Table  A-11.  MGL to Alpha Factor Conversion Formulae for Non-Staggered 
Testing (Continued) 

 

Binomial Failure Rate (BFR) Model 

The Binomial Failure Rate model (Reference A-39) considers two types of failures.  The 
first represents independent component failures; the second type is caused by shocks 
that can result in failure of any number of components in the system.  According to this 
model, there are two types of shocks: lethal and nonlethal.  When a nonlethal shock 
occurs, each component within the common cause component group is assumed to 
have a constant and independent probability of failure.  For a group of components, the 
distribution of the number of failed components resulting from each nonlethal shock 
occurrence follows a binomial distribution, hence the name Binomial Failure Model.  
When originally presented and applied, the model only included the nonlethal shock.  
Because of its structure, the model tended to underestimate the probabilities of failure of 
higher order groups of components in a highly redundant system; therefore, the concept 
of lethal shock was included.  This version of the model is the one recommended. 

When a lethal shock occurs, all components are assumed to fail with a conditional 
probability of unity.  Application of the BFR model with lethal shocks requires the use of 
the following set of parameters: 

QI = independent failure frequency for each component. 

μ = frequency of occurrence of nonlethal shocks. 
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ρ = conditional probability of failure of each component, given a nonlethal shock. 

ω = frequency of occurrence of lethal shocks. 

Thus, the frequency of basic events involving k specific components is given as 

 

It should be noted that the basic formulation of the BFR model was introduced in terms 
of the rate of occurrence of failures in time, such as failure of components to continue 
running while in operation.  Here, consistent with our presentation of other models, the 
BFR parameters are presented in terms of general frequencies that can apply to both 
failures in time and to failure on demand for standby components. 

A.1.9.2.1.3.1.1 Some Estimators for Parameters of the Common Cause Models 

In order to estimate a parameter value, it is necessary to find an expression that relates 
the parameters to measurable quantities.  This expression is called an estimator. 

There are several possible estimators that can be used for a given parameter.  
Estimators presented in this section are the maximum likelihood estimators and are 
presented here for their simplicity.  However, the mean values obtained from probability 
distribution characterizing uncertainty in the estimated values are more appropriate for 
point value quantification of system unavailability.  These mean values are presented in 
the context of developing uncertainty distributions for the various parameters in 
Appendix D of NUREG/CR-5485. 

The estimators of this section are also based on assuming a particular component and 
system testing scheme.  More specifically, it is assumed that, for the facilities in the data 
base, in each test or actual demand, the entire system (or common cause component 
group) and all possible combinations of multiple components are challenged.  This 
corresponds to the non-staggered testing scheme.  However, if this assumption is 
changed (e.g., if a staggered testing scheme is assumed), the form of the estimators will 
also change, resulting in numerically different values for the parameters.  The estimators 
presented in this section are the more conservative, given a fixed QT.  A more detailed 
discussion the effects of various assumptions including alternative strategies is given in 
Section A.1.9.2.1.3.2. 

Estimators for Basic Parameters 

The maximum likelihood estimator for Qk is given as 

 

where 

nk = number of events involving k components in a failed state, 
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and 

Nk = number of demands on any k component in the common cause group. 

If it is assumed that each time the system is operated, all of the m components in the 
group are demanded, and this number of demands is ND, then 

 

Thus, Equation (A-39) assumes that the data are collected from a set of ND system 
demands for which the state of all m components in the common cause group is 
checked.  It is simply the ratio of the number of basic events involving k components, 
divided by the total number of times that various combinations of k components are 
challenged in ND system demands.  This is represented by the binomial term in the 
denominator of Equation (A-39).  Similar estimators can be developed for rate of failure 
per unit time by replacing ND with T, the total system operating time. 

Replacing Qk in Equation (A-17) with the corresponding estimator yields the following 
estimator for the total failure probability for a specific component: 

m

t k
k 1D

1Q̂ kn
mN =

= ∑  (A-40) 

Estimator for the β-Factor Model Parameter 

Although the β-factor was originally developed for a system of two redundant 
components and the estimators that are often presented in the literature also assume 
that the data are collected from two-unit systems, a generalized β-factor estimator can 
be defined for a system of m redundant components. 

Such an estimator is based on the following general definition of the β-factor (identical to 
the way it is defined in the more general MGL model). 

( )
( ) ( )

m

k
k 2t

m 1 !1 Q
Q m k ! k 1 !=

−
β =

− −∑  (A-41) 

Using the estimator of Qk
(m), given by Equation (A-39), and Qt, given by Equation (A-40), 

in the above equation results in the following estimator for β. 
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m

k
k 2
m

k
k 1

kn

kn

=

=

β =
∑

∑
 (A-42) 

For a two-unit system (m = 2), the above estimator reduces to the familiar estimator of 
the β-factor. 

2

1 2

2n
n 2n

β =
+

 (A-43) 

Note that the estimator β is developed from maximum likelihood estimators of Qk’s.  An 
alternative estimator can be developed directly from the distribution of the beta factor 
based on its definition in Equation (A-41).  Additional discussion of this is in Appendix J 
of this report. 

Estimators for the MGL Parameters 

In the following we develop estimators for the first three parameters of the MGL model 
for a system of m components.  Estimators for the higher order parameters can be 
developed in a similar fashion.  Based on the definition of the MGL parameters, 

( )
( ) ( )

m
(m)
k

k 2t

m 1 !1 Q
Q m k ! k 1 !=

−
β =

− −∑  (A-44) 

( )
( ) ( )

m
(m)
k

k 3t

m 1 !1 Q
Q m k ! k 1 !=

−
γ =

β − −∑  (A-45) 

( )
( ) ( )

m
(m)
k

k 4t

m 1 !1 Q
Q m k ! k 1 !=

−
δ =

βγ − −∑  (A-46) 

Therefore, by using Equations (A-39) and (A-40) in the above expressions, the following 
estimators are obtained: 

m

k
k 2
m

k
k 1

kn
ˆ

kn

=

=

β =
∑

∑
 (A-47) 
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 (A-49) 

For instance, for a three-unit system (m = 3), we have 

2 3

1 2 3

2n 3nˆ
n 2n 3n

+
β =

+ +
 (A-50) 

Similarly, 

3

2 3

3nˆ
2n 3n

γ =
+

 (A-51) 

As can be seen from the above estimators, the MGL parameters are essentially the 
ratios of the number of component failures in various basic events.  For instance in 
Equation (A-51), the numerator (3n3 is the total number of components failed in common 
cause basic events that fail three components (n3).  This is in contrast with estimates of 
the α-factor model, which are in terms of the ratios of events rather than component 
states, and is demonstrated in the following section. 

Estimators for the α-factor Model Parameters 

An estimator for each of the α-factor parameters (αk) can be based on its definition as 
the fraction of total failure events that involve k component failures due to common 
cause.  Therefore, for a system of m redundant components, 

=

α =

∑
k

k m

k
k 1

nˆ
n

 (A-52) 
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Estimators for the BFR Model 

The main parameters of the model are QI, μ, ω, and ρ.  To develop estimators for these 
parameters, several other quantities are defined as: 

Λt ≡ rate of nonlethal shocks that cause at least one component failure 

nt ≡ total number of common cause failure events 

=

≡∑
m

t k
k 1

n n  (A-53) 

where, as before, nk is the number of basic events involving k components, and 

nL = the number of occurrences of lethal shocks. 

nI = the number of individual component failures, not counting failures due to lethal 
and nonlethal shocks. 

The maximum likelihood estimators for the four parameters QI, λt, ω, and ρ, as 
presented in Appendix D of NUREG/CR 5485, are 

I
I

D

n
Q̂

mN
=  (A-54) 

t

D
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λ =  (A-55) 

L
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t
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mnˆ ˆs
1 (1 )

=ρ
− −ρ

 (A-57) 

where 

m

k
k 1

ŝ kn
=

=∑  (A-58) 

Based on the above estimators, an estimator for μ can be obtained from the following 
equation: 
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λt = μ[1 − (1 − ρ)m] (A-59) 

This means that all such combinations are assumed to be challenged in each episode. 

Note that ND in this case is the same as NTS, the number of tests of each of the 
redundant trains (components) as specified by facility technical specifications: 

ND = NTS 

However, assuming a staggered testing scheme results in different values of Nk; the 
value depends on the response to the failure observed.  Suppose, that a given failure is 
observed in the single component tested in a particular test episode, all the other 
components are tested immediately, then Nk can be evaluated in terms of the number of 
test episodes ND

∗  follows.  (Note that in this case the number of test episodes is denoted 
as ND

∗ .  This is done to avoid an equivalence being made with the number of test 
episodes of the non-staggered testing case.  In fact, for the same technical 
specifications or frequency of testing of a component, the value of ND

∗  any given 
calendar time period would be related to NTS by ND

∗ = mNTS, since in each of the test 
episodes for non-staggered testing all components in the group are tested at a test 
episode whereas unless there is a failure, in the staggered case only one is tested in a 
test episode.) 
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Neglecting the second order effects arising from the complication that if 
k + 1 components are failed this modifies the number of feasible tests on k components; 
the number of demands on a group of k components can be expressed as 

∗

= =

   − −
      − −= − +                  
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∑ ∑
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j 1 j 1

m 1 m 1
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    D TS

m 1 m 1
k 1 k 1N mN∗
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 (A-62) 

The number of single component demands is given by 

( )
m

D j
j 1

N n m 1∗

=

+ • −∑  (A-63) 

with the above estimates of Nk for different testing schemes, the following estimators for 
the probability of basic events involving k components are derived: 
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βS = Q2
S

Q1
S+Q2

S (A-68) 

and 

βNS = Q2
NS

Q1
NS+Q2

NS (A-69) 

thus, 

βNS = 2Q2
S

Q1
S+2Q2

S ≅ 2 Q2
S

Q1
S+Q2

S = 2βS (A-70) 

where we assumed, as it is true in most cases, that Q2 < <Q1.  The staggered-based 
estimator is approximately a factor of 2 smaller. 

The estimator presented by Equation (A-68) is similar in form to the estimator of a single 
parameter model called the C-factor model (Reference A-33).  In this respect, C-factor is 
another estimator of the β-factor under the assumptions leading to Equation (A-68).  It 
should be mentioned, however, that the C-factor method was developed to try to use the 
event report summary data to provide estimates of common cause failure probabilities.  
It essentially involved an interpretation of data on historical events based on an 
assessment of root cause.  The potential of each observed root cause for being a cause 
of multiple failures at the facility in question was judged on engineering grounds, taking 
into account such aspect as facility design, maintenance, philosophy, etc.  The estimator 
(the C-factor) was the fraction of observed root causes of failure that either did, or were 
judged to have the potential to, result in multiple failure.  The spectrum of root causes 
used comes from both single and multiple failure events.  Since it is the occurrence of 
the root cause that is important and the common cause root causes are assumed to 
result in this model in totally coupled failures, the multiple failure events, if applicable, 
are only counted once (not multiplied by the number of components failed). 

A.1.9.2.1.4 Evaluation of Common Cause Events and Dependences 

Fault tree linking provides a structure that can be used to perform the common cause 
analysis described in Section 3.7 of NUREG/CR-2300.  The dependent-failure approach 
and the qualitative common cause search can be applied to the fault tree directly or to 
the minimal cut sets of the accident-sequence fault tree.  The approach taken depends 
primarily on the number of minimal cut sets generated by the accident-sequence fault 
tree since the solution and enumeration of large numbers of cut sets are impractical. 

If the dependent-failure approach is to be used for quantifying common cause events, 
there are at least two distinct methods for applying it.  Typically with small fault tree 
models generating hundreds of cut sets, the beta-factor method can be applied on a 
cut-set basis.  This approach requires that all the minimal cut sets for the fault tree be 
generated (i.e., no probability truncation) and that each cut set be individually examined 
to determine whether a dependent-failure probability should be applied to increase the 
cut set frequency or probability.  Since all the cut sets must be generated and examined, 
there is a limitation on the total number of cut sets that can be analyzed.  While it may 
prove to be impractical to apply dependent-failure probabilities to all the cut sets of the 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-117 
 

accident sequence, it may be possible to apply them to the cut sets of independent 
subtrees within the accident-sequence fault tree, since the independent subtrees are 
quantified individually and replaced by primary events within the accident-sequence fault 
tree.  If the fault tree has been modularized, care must be taken that dependences 
between modules are calculated and included. 

For accident-sequence fault trees that generate too many minimal cut sets for using 
dependent-failure probabilities on an individual basis, Section 3.7 of NUREG/CR-2300 
describes a method for introducing dependent-failure probabilities as primary events in 
the system fault trees.  This method uses solutions at intermediate gates of the 
accident-sequence fault tree to analyze portions of systems and derive 
dependent-failure probabilities from those solutions.  The accident-sequence fault tree is 
then modified to include new primary even representing the dependent-failure 
probabilities, at the appropriate places.  The modified fault trees are then solved in a 
normal typical fashion (including truncation) to yield a result with dependent-failure 
probabilities included. 

Similarly, qualitative searches can be made for common-cause events on the accident 
sequence cut sets (References A-40 through A-42).  As already discussed, if any cut 
sets were eliminated during the fault tree solution, the common-cause analysis is not 
complete, and the results of common cause searches may not include all significant 
common cause events.  One way around this problem is to break the accident sequence 
fault tree into subtrees for which all the cut sets can be obtained.  The cut sets for each 
subtree are then searched for common cause modes within that subtree and the results 
are propagated to the top of the accident-sequence fault tree (Reference A-43).  In this 
manner all the cut sets can be analyzed. 

Another approach to the common-cause search is to use a transformation-of-variables 
technique to change the fault tree to a form reflecting the effects of common cause 
events; it has been described by Rasmuson et al. (Reference A-44), Putney 
(Reference A-45), and Worrell and Stack (Reference A-42).  Once the fault tree has 
been transformed, it can be solved to yield minimal cut sets containing one or more 
common cause events, combinations of common cause events, or cut sets containing 
common cause events.  Combining multiple common cause events and combining 
common cause events with random-failure events have been shown to be important in 
past QRVAs. 

A.1.9.3.  Data Uncertainty Analysis 

The data-development process, as presented herein, includes both classical and 
Bayesian viewpoints of uncertainty in parameter estimation.  While these techniques 
treat, to some extent, the uncertainty that is related to the amount of data and the 
variability due to differences between data sources, there are other uncertainties that are 
not treated at all.  This section briefly describes the potential sources of uncertainty and 
methods of judging their effects.  In addition, Chapter 12 of NUREG/CR-2300 should be 
consulted for an overview of the treatment of uncertainty. 
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A.1.9.3.1.  Sources of Uncertainty 

Before discussing sources of uncertainty, it is important to remember what one may be 
uncertain about.  This chapter has so far presented methods for estimating the following: 

1. The failure rate of components. 

2. The probability that components (or systems) fail on demand. 

3. The probability that components (or systems) are unavailable because of testing or 
maintenance. 

This estimation process involves the use of various models and estimates of the 
parameters in these models.  Thus, there may be uncertainty in the models and/or the 
parameters. 

Since the analyst first chooses a model for the data items, there is obviously some 
uncertainty in that selection, as no physical occurrence exactly fits a mathematical 
model.  Next, there is uncertainty in the parameter of that model, even given that the 
model is correct.  The sources for parameter uncertainty include (1) the amount of data, 
(2) the diversity of data sources, and (3) the accuracy of data sources. 

A.1.9.3.2.  Procedures for Treating Modeling Uncertainties 

The first source of uncertainty mentioned above is that of model choice.  The best way to 
determine the effect of this choice is to try another model—that is, perform a sensitivity 
assessment.  The difference in the point estimate and confidence interval can then be 
reported.  It is not expected that this will be an important contribution to uncertainty, and 
hence these extra evaluations need be done only for dominant events where the model 
does not seem to fit well. 

A.1.9.3.3.  Procedures for Treating Parameter Uncertainties 

Uncertainty in the data parameters is already treated explicitly in the data process for 
certain sources by including uncertainty due to the amount of data.  In addition, the data 
process can include differences between sources of data—that is, variability of an 
event’s rate (or probability) of occurrence from one facility to another.  In addition, the 
data process can be used to incorporate inaccuracies in the data sources.  Of course, 
judgment is likely to enter into the process at this point.  For example, in using data from 
event reports, the number of demands is often estimated.  Instead of treating this 
estimate as constant, the Bayesian approach could treat it as a random variate, while 
the classical approach could treat this value as a point estimate with error bounds. 

A.1.9.4.  QRVA Database Development 

An important aspect of developing the data for accident-sequence evaluation is to 
document the various steps of the process.  This includes not only the final numbers but 
also the various assumptions and sources of information.  The reader should be able to 
trace each data item from the fault tree or event tree back to the source, with each 
assumption and calculation apparent. 
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Documentation should include the output of the data process (i.e., the numbers used in 
quantification) and the general database used in the QRVA.  These two types of 
documentation are discussed below. 

A.1.9.4.1.  Documentation of the General Database 

The general database for the QRVA includes all work from the source of data through 
the numerical results for the general types of events evaluated. 

A.1.9.4.2.  Documentation of Data Applied to Each Model 

The basic inputs to the task of accident-sequence quantification, and the outputs of the 
data process, are the numerical representations of each event.  Forms like those shown 
in Figures A-15 and A-16 should be used to tie the specific events to the general 
database. 

Figure A-15 is an example of a data table for hardware events.  The first two columns, 
event name and description, come from the fault tree or the event tree.  They give the 
alphanumeric code for an event and a brief description.  The third column, the failure 
rate or probability of failure on demand, gives the data from the general database for the 
type of event modeled.  Note that the type of distribution and the parameters are 
included.  The fault exposure time or mission time applies to events that occur as a 
function of time (either failure in time after a successful start or failure in time during 
standby).  This time, then, is the length of time the component must survive to ensure 
success or the time between tests. 

An example of tabular format for documenting test or maintenance acts is shown in 
Figure A-16.  The first column gives the event name as it appears in the fault tree or 
event tree.  The second column is a brief description of the event.  The third and fourth 
columns list the model used for act frequency and the model for the duration of the act.  
Note that these values could be average values, distributions, or point estimates with 
error factors.  The fifth column contains a list of all the components included in the one 
act.  For a test, this is often several components.  This list helps to indicate the level in 
the tree where the act is modeled.  Also included is a column for indicating the source of 
the information used to develop the act models. 

The most important column in the tables is the quantification model.  This column is the 
output of the data section and the input to sequence quantification.  It includes the 
distribution and mean (or point estimate and interval estimates) for each specific event.  
Note that for timedependent events it is a function of τ and the failure rate (see 
Section 5.5 of NUREG/CR-2300). 
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Figure  A-15.  Example of Data Table for Hardware
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Figure  A-16.  Example of Data Table for Test or Maintenance Acts 
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A .1.9.4.3.  Assurance of Technical Quality 

The term “assurance of technical quality”, as used here, refers only to the quality of the 
database that results from the procedures given in this chapter.  Many factors affect the 
quality of the database, including the overall programming, planning, and scheduling, as 
well as budget limitations such items are discussed in Chapter 2, Section 2.3.3, of 
NUREG/CR-2300.  The objective of this section is to address the items that will enhance 
the data quality within the program constraints. 

The most beneficial activities to maximize quality are reviews and checks.  As each data 
quantity is produced, it should be checked against other databases.  Major 
discrepancies should be justified.  Other staff members should review the event 
quantifications for their models and crosscompare with others with the same type of 
events.  Finally, the team leader should review the data, using his experience to look for 
unusual results.  Of course, outside peer review is an important part of the review 
process, though feedback for revision via this path usually takes longer than does 
feedback within the study. 

Documentation is the key to the quality of the database.  The data analyst should keep a 
notebook to document his decisions and assumptions.  This notebook will make final 
documentation easier and make the data traceable from event results back to the 
source.  It is also important to carefully document computer runs so that, if necessary, 
the runs producing particular results can be found.  Often a keypunch error can result in 
an incorrect result. 

A.1.10.  Event Sequence Quantification 

The likelihood of a sequence is quantified by reference to a “thought experiment” in 
which the facility in question is imagined to be operated for many, many billions or 
trillions of years.  We then ask ourselves, “In this experiment, how frequently, in times 
per operating year, does this accident sequence occur?”  This frequency is referred to as 
the “sequence frequency”, or, if the sequence is represented by a path in an event tree, 
it could be called the “path frequency”. 

Since we have not, in fact, done this experiment, we cannot, of course, say what this 
sequence frequency is with complete certainty.  However, we can logically infer some 
things about this frequency from the frequencies of the “elemental” events that make up 
the sequence; i.e., the split fractions. 

These elemental frequencies are themselves known only within a certain degree of 
accuracy, which can be expressed by giving a probability curve for each elemental 
frequency.  These elemental probability curves can then be combined or “propagated” 
appropriately to develop probability curves for the frequencies of the accident 
sequences, if desired. 

In the thought experiment, let φ(I) be the frequency per facility-year with which the 
initiating event I occurs.  This is then the frequency of the left end, or “trunk”, of the tree 
in Figure A-17.  It is then split up into the frequencies of the various branches.  Thus, 
now consider all the instances in our thought experiment when Event I occurred and let 
f(A|I) be the fraction of those instances in which System A succeeded; i.e., was 
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available.  Then f(A|I) is the fraction of those sequences entering Node A that emerges 
through the upper branch at the right of Node A. 

 

Figure  -17.  Sample Event Tree 
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The next section elaborates on the development of event trees and the computation of 
the split fractions.  After that, we generalize the example of Figure 2-17 and discuss the 
calculation of PDB frequencies. 

A.1.10.1 Event Tree Split Fraction Quantification 

The first step is to develop event trees displaying all the significant intersystem 
dependences between the frontline systems whose performance is pertinent for the 
initiating event of interest.  These result from common support systems and any other 
dependences (human error, environmental) judged to be important.  The event trees 
include these support-system operability states as well as those of the frontline systems.  
Section 3.7.3 of NUREG/CR-2300 illustrates the event-tree development.  Note that the 
pertinent dependences between support systems are to be identified and displayed in 
the event tree.  In addition, multiple branches (reflecting partial success) rather than just 
binary (success or fail) branches are used where this more appropriately describes the 
support-system states and facilitates the quantification of the frontline system.  For 
example, for the electric power heading of the event tree with, say, two buses supplying 
the safety systems, four branches would be  included in the event tree to describe the 
availability of electric power.  These branches would represent “both buses working”, 
“Bus 1 working and Bus 2 failed”, “Bus 1 failed and Bus 2 working”, and “both buses 
failed”. 

When the event trees have been completed, the split fractions in the event trees are 
determined from logic models for the system or top event under the conditions 
represented by the particular branch point or node in question.  The system logic models 
are usually in the form of fault trees, but they can be reliability block diagrams, 
GO models, subevent trees, FMEA models, or any other kind of model, all of these 
forms, if properly done, being logically equivalent. 

Simple fault trees are then written to relate the state of the top event system to the states 
of its components.  From the minimal cut sets of these trees, we can obtain the 
necessary condition for system failure in terms of sets of component failures.  That is, 
the system does not fail unless at least one cut set of components fails. 

The question then devolves upon what could cause the failure of one of these cut sets.  
The answers to this question are recorded and systematized through the use of a cause 
table (see Figure A-18 for an abbreviated example).  In this table, all possible causes 
(“candidate” causes) are listed in the left column.  Each cause is then evaluated as part 
of the system analysis.  The components that would fail from this cause are listed in 
Column 3.  If those components constitute a cut set, thus failing the system, this is noted 
in Column 4.  If a particular cause does result in system failure, the frequency§§ of that 
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failure is recorded in Column 2.  (More specifically, what is recorded here is the fraction 
of times in our thought experiment that the system fails at the branch point in question as 
a result of this particular cause.) 

The sum of the entries in Column 2 (i.e., the sum of all frequencies of system-failure 
causes) is the split fraction for system failure at the branch point in question.  The bottom 
of the cause table can be used to accommodate the contribution from “other” causes; 
i.e., from all causes not otherwise called out in the table.  If such entries are used, the
analyst should be careful to list all contributors to “other causes”. 

If the system should fail as a result of a particular cause, we then ask whether that same 
cause might also result in some other system failing or in an initiating event.  If so, then it 
is a potential “common” cause and needs to be called out for special treatment in the 
analysis.  Columns 5 and 6 in the cause table are used to call attention to such 
situations.  Because split fractions are simply multiplied together, the identification of 
dependent failures in the cause table and subsequently in the event tree is critical and 
should be given a great deal of attention. 
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Figure A-18.  Example of Format for a Cause Table for Double Failures (buses available) 
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A.1.10.1.1 Computation of PDB Frequencies 

Event trees are not limited as in Figure A-17 to nodes with two branches.  Therefore, to 
generalize the notation, let fnb denote the split fraction at Node n that goes with 
Branch A.  With these quantities established for each branch point, one can calculate the 
frequency of each accident-sequence path as 

φ(S) = φ(I)f1b,1f2b,2…fnb,n… (A-71) 

        = φ(I) f(S) 

where bn is the branch chosen by the path at Node n. 

The term f(S) on the right-hand side, the product of split fractions along a given path, 
thus has the meaning of “conditional frequency” that is, for all the times Initiating Event I 
occurs, f(S) is the fraction of times in which accident sequence S results.  In this way 
one can compute the conditional frequency for each path in the tree.  These numbers 
thus characterize the tree itself, without reference to the frequency of the incoming entry 
state.  Each sequence or path culminates in an exit state; i.e., a particular state of 
operability-functionability with respect to frontline systems. 

Now let us focus attention on a particular exit state, say yj, and let sih denote a particular 
accident sequence going from Entry State i to Exit State yj.  By summing over all such 
sequences, we obtain 

mij = ∑ f(Sih)h  (A-72) 

The quantity mij is thus the conditional frequency of occurrence of Exit State yj given that 
Initiating Event i has occurred.  That is, out of all the times Entry State i occurs, mij is the 
fraction of times that Exit State j occurs. 

If we now let φ(Ii) be the frequency of Initiating Event i, then 

ϕ(Ii)m (A-73) 

is the frequency of occurrence of Exit State yj as a result of Initiating Event Ii.  Moreover, 

∑ ϕ(Ii)miji  (A-74) 

is the frequency of occurrence of Exit State yj as a result of all initiating events. 

Equation (A-72) can now be recognized in essence as a matrix multiply operation.  Thus, 
if we assemble the mij into a facility matrix M and the φ(Ii) into an initiating-event row 
vector φI, then 

ϕy = ϕIM (A-75) 
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where φy is a row vector containing the frequencies φ(Yj) of the various facility damage 
states Yj. 

The process of Equations (A-71) through (A-75) is carried through by first using point 
estimates (essentially mean values) of all the frequencies and split fractions to obtain 
point estimates for the frequencies φ(Yj).  These point estimates can then be used to 
eliminate from the uncertainty analysis those sequences whose point estimates do not 
contribute to the point estimate of the result.  When point estimates are used, the analyst 
should ensure that the failure-rate dependences among systems containing components 
assumed to be identical will not cause a nondominant sequence to become a contributor 
to the PDB frequency.  To determine probability distributions for the φ(Yj), we 
“propagate” the uncertainties in the elemental cause and initiating frequencies through 
the cause table and through Equations (A-71) through (A-75).  In this operation, as in all 
probabilistic operations, attention must be paid to dependences between probability 
distributions.  Also, as in all arithmetic, minor quantities in the calculation need not be 
treated with high accuracy, they can be approximated, upper bounded, or rounded off as 
appropriate, but such shortcuts should be well documented.  Such shortcuts are 
especially useful in the computation of probability curves to avoid unnecessary 
computational labor. 

A.1.10.2 Event Tree Quantification 

Two approaches to accident-sequence quantification—fault-tree linking and event trees 
with boundary conditions—have been described.  Both make use of event trees in 
conjunction with fault trees.  Both approaches require some assumptions and 
approximations to be practical—for example, the truncation of cut sets or the elimination 
of some dependences by making use of approximations.  In the fault-tree-linking 
technique, the event trees have been constructed at a high level in terms of the function 
or system success or failure definition:  it is necessary to display only the frontline 
functions or systems.  The dependences on support systems and subsystems are 
accommodated entirely within the fault trees.  The resultant linked fault trees are thus 
large and complex.  When the fault trees and event trees are large, the existence of 
automated and efficient computer reduction techniques makes analysis by this approach 
possible in spite of the many cut sets that can be generated for quantification. 

In the other quantification method, which uses event trees with boundary conditions, the 
more elaborate event trees are broken down to explicitly display the significant 
dependences.  The resultant fault trees (or reliability block diagrams) for the event tree 
top events are thus simpler and independent, and can be analyzed by hand without 
resorting to computerassisted fault-tree reduction.  Heavy reliance is placed on the 
analyst to identify and separate the dependences in the event tree modeling.  
Considerable care must therefore be taken to ensure that the significant dependences in 
a sequence have either been identified and included as top events in the event tree or 
are otherwise accounted for in generating the split fractions along an accident sequence 
path. 

It should be noted that the use of event trees with boundary conditions generally yields 
many more sequences because of its evaluation for the various mutually exclusive 
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support-system states.  Several such sequences would combine to result in the same 
frontline-system configuration as that identified in fault-tree linking. 

Overall, the basic conceptual difference between the methods is where in the process 
quantification (conversion from symbolic representation to numerical results) takes 
place:  stepwise throughout the process (for event trees with boundary conditions) or as 
a single step near the end (for fault-tree linking).  Both methods can be successfully 
employed and have been used in major studies performed to date. An advantage of 
stepwise quantification is a reduction in the need to carry through algebraic terms, so 
that quantification can be performed manually.  An advantage of quantification as the 
last step is that the symbolic representation allows computer searches for dependences 
as the last step before quantification and the presentation of results in terms of cut sets 
for dominant accident sequences. 

 A.1.10.3 Event Sequence Uncertainty Analysis 

The probability or frequency estimates that are obtained by analyzing fault trees or event 
trees are generally associated with considerable uncertainty.  The uncertainty comes 
from the following principal sources: 

1. The specified models are incorrect.  Basic assumptions about the accident 
sequences, system-failure modes, and the application of the quantification formulas 
may not be correct. 

2. Important failure modes have been overlooked (completeness problem).  The scope 
of the risk assessment may preclude the analysis of all initiating events, the analyst 
may not have all the required information, or the quantification process may have 
truncated large numbers of low-probability events that sum to a significant 
probability. 

3. The values of the input parameters are not exactly known.  Data limitations or 
uncertainties in component-failure rates require the use of probability distributions or 
interval estimates to model frequencies for initiating events and probabilities for 
system failures. 

Although it may be possible to quantify the contribution to total uncertainty made by each 
of these sources, in practice it is very difficult to develop credible quantitative measures 
for all the sources of uncertainty in the analysis.  It is usually more practical to perform 
additional analyses to ensure that the modeling is correct than to try estimating a 
particular quantitative uncertainty.  This section discusses these uncertainty sources and 
describes a method for evaluating their contribution to total uncertainty in the analysis. 

A.1.10.3.1 Sources of Uncertainty 

Table A-12 lists the uncertainties that can affect the estimates of accident-sequence 
frequencies as well as the sections of this guide that discuss these uncertainties.  The 
major sources of uncertainty that are directly related to accident-sequence quantification 
are truncation schemes that eliminate accident sequences or accident-sequence cut 
sets that are determined to be insignificant.  The errors they produce are 
nonconservative.  Another source of error in quantification is the rare-event 
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approximation used to develop a probability expression for the accident sequences; it 
produces conservative errors.  Accident-sequence quantification provides the 
opportunity for assessing the effect of uncertainties in the input data on the calculated 
frequencies of accident sequences. 

Table  A-12.  Contributors to Uncertainty in Estimates of Accident-Sequence 
Frequency 

 

A.1.10.3.2 Some Procedures for Uncertainty and Sensitivity Analysis 

The uncertainty introduced through Boolean manipulations, truncations, and screenings 
should be small in comparison with that in the accident sequence logic models and the 
database.  However, significant uncertainty can be introduced through the elimination of 
large numbers of low-frequency cut sets or accident sequences whose sum contributes 
significantly to the PDB frequency.  In order to quantify this contribution, the cut sets 
must be generated and quantified.  Unfortunately, most truncation schemes used in 
fault-tree analysis have no capability for estimating this contribution. 
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One way to estimate the total contribution of many low-frequency events is to use a 
direct-quantification code like WAM-BAM (see Section 6.6 of NUREG/CR-2300).  The 
direct-quantification codes are very efficient and can use a much lower truncation value 
because they do not have to perform cut-set manipulations.  Moreover, WAM-BAM has 
the capability to estimate an upper bound on the sum total of the truncated terms.  By 
comparing the direct-quantification result obtained with a lower truncation value against 
the result of the cut-set solution, the analyst can determine whether a lower truncation 
value would significantly affect the result.  In addition, the WAM-BAM output can be 
examined to determine the upper bound probability of the terms eliminated during the 
direct quantification.  If the value is small, the use of truncation can be shown to have a 
small effect on the cut-set solution process. 

When trying to evaluate the contribution to system-failure probability from variations in 
input parameters, the analyst can either perform a probabilistic importance analysis to 
get a qualitative feel for the effect of input parameters on the results or derive probability 
distributions or interval estimates for the result. 

Probabilistic importance measures are a means of estimating the contribution of a 
primary event to the accident-sequence frequency.  There are three principal types of 
measure:  the Barlow-Proschan (Reference A-16), the Fussell-Vesely (Reference A-46), 
and the Birnbaum (Reference A-47) measures; they have been defined and described 
by Lambert and Gilman (Reference A-48).  The Barlow-Proschan and the Fussell-Vesely 
measures are more closely related to each other than to the Birnbaum measure.  The 
exact nature of the relationships among these and other measures is discussed by 
Engelbrecht-Wiggans and Strip (Reference A-49). 

The Barlow-Proschan and the Fussell-Vesely measures compute the probability that a 
primary event is contributing to the failure of a system and therefore provide information 
on which primary events, if made more failure resistant through improved quality or 
redundancy, will most decrease the probability of a system failure. 

The Barlow-Proschan measure of the importance of a primary event i is the probability of 
the system failing because a minimal cut set containing i fails, with Primary Event i failing 
last.  By this definition, the most important primary event in a system is the most unlikely 
primary event in the most likely minimal cut set. 

The Fussell-Vesely measure of the importance of a primary event is the probability 
Primary Event i is contributing to system failure, given the system has failed.  It is 
estimated by dividing the sum of the failure probabilities of the minimal cut sets that 
contain Primary Event i by the failure probability of the system.  The most important 
primary event in the system according to this definition is the primary event in the most 
likely group of minimal cut sets.  Thus, this definition gives some measure of the 
probability that the recovery of a primary event will restore the system. 

The Birnbaum measure indicates the sensitivity of the overall system failure probability 
to the probability of an individual primary event.  Thus, it measures the rate of change in 
system-failure probability to change in primary-event probability.  The upgrading 
function, which is closely related to the Birnbaum measure, can be used in many 
circumstances to help decide which primary events would contribute most to reducing 
system-failure probability. 
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As described by Engelbrecht-Wiggans and Strip (Reference A-49), these measures are 
intimately linked, and their differences are quite subtle.  It is therefore difficult to 
recommend which measures are appropriate in different situations.  The choice between 
the Barlow-Proschan/Fussell-Vesely and the Birnbaum measures is difficult because 
they measure slightly different aspects of system-failure probability, although frequently 
the former measures are more appropriate for measuring system improvement.  
However, Lambert (Reference A-50) demonstrates the use of the upgrading function (a 
variant of the Birnbaum measure) for selecting primary events for change to improve 
system-failure probability. 

Chapter 12 of NUREG/CR-2300 discusses various methods for performing sensitivity 
studies and for propagating probability distribution and interval estimates based on the 
simplified equation for the frequency.  Section 6.6 discusses the computer codes 
(e.g., SAMPLE) that can be used in the actual propagation.  The manner in which the 
propagation is performed should be consistent with the data used in the analysis. 

A consideration in the propagation of primary event uncertainty through a top event 
probability expression is the method of treating the uncertainty distribution or interval 
estimates of two primary event probabilities derived from components assumed to be 
identical.  Their uncertainty parameters are considered to be correlated.  In evaluating 
the probability expression, only one distribution should be used to represent uncertainty 
for every primary event whose probability is derived from components assumed to be 
identical.  Consider, for example, the probability expression 

P(top) = P(pump A) * P(pump B) 

  + P(pump A) * P(control B) 

  + P(pump B) * P(control A) 

  + P(control A) * P(control B) 

If Pumps A and B along with Controls A and B are assumed to have identical failure 
rates, the probability expression should be changed to the form 

P(top) = [P(pump)]2 + 2[P(pump) P(control)] + [P(control)]2 

In this way, the assumption that the primary events are identical can be correctly 
evaluated.  With independent primary events and distributions, the sums or products of 
the means of the distributions for the individual primary events will yield the correct mean 
for the top event.  The potential cause for error in assuming that components are 
identical has been discussed by Apostolakis and Kaplan (Reference A-51).  In practice, 
the propagation of uncertainty in primary-event probability may be very difficult to 
perform by methods other than Monte Carlo for large numbers of independent modules 
containing similar components. 

 A.2.  RHFSF Fuel Release from Internal Events QRVA (Level 2) 

The frequency and probability of fuel release from the facility is calculated through a 
natural extension of the Level 1 analysis, using the same methods and tools.  If we 
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define the Level 1 analysis as a QRVA designed to determine the frequency and 
probability of unplanned loss of fuel (by type) inventory control within the facility (at 
specified volume ranges), then the Level 2 analysis may be formulated to determine the 
frequency and probability of unplanned release of fuel (by type) outside the facility 
property boundaries (at specified volume ranges), or unplanned release of fuel (by type) 
to the Red Hill Water Shaft (at specified volume ranges) from the facility.  Releases of 
fuel from the RHFSF can occur from two general processes, acute releases from 
high-consequence, relatively low-probability event sequences (the primary focus of this 
QRVA) and chronic releases from relatively low-consequence but higher-probability 
(more frequent) event sequences. 

A.2.1.  RHFSF Unplanned Fuel Movement Data Analysis 

Chronic releases can be addressed via analysis of RHFSF unplanned fuel movement 
reports.  At the RHFSF, the computerized inventory control system automatically 
generates UFM reports.  Based on the estimated volumes of fuel associated with 
individual UFM reports, and based on the experience and judgment of facility operators 
and supervisors, these reports are subjected to root cause analysis and associated 
corrective action is formulated and implemented.  In the RHFSF QRVA, the UFM reports 
and available associated fuel inventory control and history records will be reviewed, 
evaluated, and analyzed to develop a reasonable estimate of fuel release from chronic 
release scenarios. 

A.2.2.  Acute Releases from Accident/Incident Event Sequences 

The event sequence models developed for the QRVA are designed to support prediction 
of acute releases of fuel from the RHFSF.  In general, these models characterize the 
relatively low-frequency high-consequence event sequences applied in assessing facility 
risk from acute hazard sources. 

A.2.2.1.  Probable Release Path Evaluation 

Acute releases from the facility can involve volumes and flow rates that will overwhelm 
the capacity of the facility normal drainage system.  For such scenarios, probable 
release paths will be evaluated as part of the QRVA to formulate realistic release 
scenarios for the acute hazard event sequences.  Realistic release paths include, but 
are not limited to, the following: 

• Direct releases from ruptured tanks to the rock and soil surrounding the tanks. 

• Releases into facility tunnels to the normal drainage system and/or to tunnel access 
entrances/exits (or “adits,” a term used by the Navy referring to the Latin word 
“aditus”), and/or to the rock and soil outside the tunnels through tunnel structural 
failures or flaws. 

• Releases through tank vent paths. 
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A.2.2.2.  Event-Caused Structural Failure Evaluation 

It is conceivable that, for event sequences involving large-capacity release from one or 
more RHFSF tanks, the dynamic forces associated with the release could fail one or 
more facility structures; e.g., breach the lower tunnel walls and/or doorways.  The QRVA 
will include evaluation of potential event-caused structural failures that could complicate 
expected release pathways. 

A.2.2.3.  Integration with Level 1 Risk Results 

The Level 2 scenarios are, in general, simple extensions of the Level 1 event 
sequences, taking into account fuel containment failures and release pathways.  
Therefore, the Level 1 event trees will be expanded to characterize Level 2 results. 

 A.3.  Risk Results Presentation and Interpretation 

When completed, the QRVA total aggregated risk results can be expressed via table and 
via probability distribution graphs.  For example, a hypothetical risk results table for the 
RHFSF mean or best-estimate risk results could be expressed as shown in Table A-13. 

The consequence bins shown in Table A-13 are hypothetical (for example only) at this 
stage.  In this case, a hypothetical bin boundary of 13,000 gallons was selected, 
because AOC Sections 6 and 7 preliminary task results have indicated that this potential 
fuel release volume may be critical in predicting important fuel contamination levels for 
the Red Hill Water Shaft.  This is simply an example of how bin boundaries can be 
selected for the QRVA.  Within the QRVA, updated information provided by the Navy 
and AOC section teams will be evaluated and considered for application in the QRVA, 
as deemed appropriate by the QRVA Team.  The consequence bin values are selected 
based on hypothetical fuel releases based on analysis, and they do not conform to any 
historical release volumes.  These consequence bins will be firmly established during the 
QRVA project.  For each row consequence bin in Table A-13, a probability density 
function graph can be developed and presented, showing the entire probability density 
curve and highlighting the associated characteristic values, such as the distribution 
mode, median, mean, 5th percentile, and 95th percentile values.  Also, the results table 
can be expanded to present the probability density function characteristic values in 
tabular format, in addition to showing the probability density curves for each row of the 
table. 
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Table  A-13.  RHFSF Total Aggregate Mean Risk Results 

Fuel 
Type 

Mean 
Frequency 

Annual Mean 
Probability 

Consequence Bin 
(gal/yr released to the 
Red Hill Water Shaft) 

Remarks 

1 To Be 
Determined 
(TBD) 

TBD 0-999 TBD 

2 TBD TBD 0-999 TBD 

3 TBD TBD 0-999 TBD 

1 TBD TBD 1000-9999 TBD 

2 TBD TBD 1000-9999 TBD 

3 TBD TBD 1000-9999 TBD 

1 TBD TBD 10000-12999 TBD 

2 TBD TBD 10000-12999 TBD 

3 TBD TBD 10000-12999 TBD 

1 TBD TBD 13000-99999 TBD 

2 TBD TBD 13000-99999 TBD 

3 TBD TBD 13000-99999 TBD 

1 TBD TBD 100000-999999 TBD 

2 TBD TBD 100000-999999 TBD 

3 TBD TBD 100000-999999 TBD 

1 TBD TBD 1000000-12499999 TBD 

2 TBD TBD 1000000-12499999 TBD 

3 TBD TBD 1000000-12499999 TBD 

1 TBD TBD 12500000-124999999 TBD 

2 TBD TBD 12500000-124999999 TBD 

3 TBD TBD 12500000-124999999 TBD 

1 TBD TBD >125000000 TBD 

2 TBD TBD >125000000 TBD 

3 TBD TBD >125000000 TBD 
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 A.4.  QRVA Vulnerability Assessment 

The total aggregate risk results discussed in Section A.3 are interesting from the 
perspective of comparison with other general sources of risk, but they are of limited 
value in supporting an understanding of the risk characteristics in enough detail to 
support meaningful decision-making regarding risk mitigation and risk management for 
the RHFSF.  To adequately support meaningful decision-making, it is necessary to 
perform a vulnerability assessment based on the QRVA quantified risk.  By applying a 
detailed event sequence analysis to implement the QRVA, analysts have an ideal tool to 
decompose or deconstruct the risk into its elemental or component parts to aid in the 
identification and characterization of facility vulnerabilities to risk. 

A.4.1.  Risk Decomposition (risk by initiating event category, specific 
initiating events, specific event sequences) 

Because we have developed the QRVA applying an event sequence analysis approach, 
we can decompose the total aggregate risk into its logical contributors in several 
different ways, which are valuable in characterizing and understanding the facility risk.  
There are several ways that the facility total aggregate risk can be decomposed to 
provide valuable risk insights.  The most common ways of decomposing the risk for 
presentation to decision-makers are the following: 

• By Hazard Source or Initiating Event Category 
• By Individual Initiating Event 
• By Event Sequence Category 
• By Individual Event Sequence 
• By Consequence Bin Category 

These decompose risk results can be presented in prioritized lists of rank order based 
on contribution to total aggregate risk.  These results can be presented in tabular, pie 
chart, or bar chart formats for facilitation of risk communication.  Similarly, the individual 
elements of event sequences (initiating events, event tree top events, event tree 
conditional split fractions, human errors [the HFEs previously discussed], fault tree basic 
events [component failure modes], etc.) can be analyzed to develop a variety of risk 
importance measures, which can be evaluated via rank order lists to identify and 
characterize specific facility risk vulnerabilities.  Risk importance measures are 
discussed in Section A.4.2. 

A.4.2.  Risk Importance Measure Determination and Evaluation for Event Tree 
Split Fractions and Fault Tree Basic Events 

Calculation of the risk importance measures or “risk worths” as a standard part of a 
QRVA is straightforward.  Most of the information needed to calculate the risk worths is 
available from a QRVA.  The success requirements, the system and component 
unavailabilities, the assumed human actions, the system dependencies, and the 
containment response for each sequence are quantified when performing the QRVA.  
The sequences are also classified into release categories according to containment 
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response and mitigative system success.  Much of the information presented in this 
section is an adaptation of NUREG/CR-3385. 

A.4.2.1.  Fractional Importance 

For individual event sequences or for logical groups of event sequences, such as all 
those sequences associated with a specific initiating event or initiating event category, 
the fractional importance can be derived by simply taking the ratio of the risk associated 
with that individual sequence or group of sequences divided by the total aggregate risk.  
Often, in a risk model encompassing thousands of event sequences, a relative few 
sequences dominate the total risk.  For example, in a model encompassing 
50,000 sequences, we may find that 30 or 40 individual sequences account for over 
90 percent of the total risk.  In attempting to identify facility-specific vulnerabilities to risk, 
it is frequently instructive to focus more attention on these 30 to 40 risk-dominating 
sequences.  Similarly, if we find that sequences associated with only one or two initiating 
event categories dominate the total risk, then we should focus more attention on those 
initiating event category sequences in our search for vulnerabilities.  However, this 
approach does not provide a complete picture of risk for vulnerability determination.  It is 
also important to investigate other importance measures assessed for individual 
elements of the event sequences; e.g., fault tree basic events (failure modes) and 
human errors, to determine facility-specific vulnerabilities (see discussion of additional 
importance measures below). 

 A.4.2.2.  Risk Achievement Worth 

To measure the worth of a feature in achieving the present risk, a logical approach is to 
remove the feature and then determine how much the risk has increased.  Thus, the risk 
achievement worth is formally defined to be the increase in risk if the feature were 
assumed not to be there or to be failed. 

Depending on how the increase in risk is measured, the risk achievement worth can 
either be defined as a ratio or an interval.  Let 

Ri
t = the increased risk level without feature i or with feature i assumed 

failed, (A-76) 

and 

R0 = the present risk level, (A-77) 

where the risk can be any measure such as loss of fuel inventory control frequency, 
acute fuel release frequency, etc.  Then, on a ratio scale, the risk achievement worth Ai 
of feature i is defined as: 

Ai = Ri
t/R0 (A-78) 

On an interval scale the risk achievement worth Ai is defined as: 

Ai = Ri
t − R0 (A-79) 
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In calculating Ri
t with feature i removed, it is important to consider other features that are 

also effectively removed because of interrelationships or dependencies with feature i.  
Whether the ratio or interval definition is most pertinent will depend upon the particular 
utilization.  When risk achievement worth values are calculated for a given facility in 
order to prioritize the features then the ratio and interval definitions will generally give the 
same rankings.  When the features of different facilities are compared or when 
cost-benefit evaluations are performed, even for a single facility, then the interval 
definition is generally more appropriate.  If different risk measures R0, such as expected 
early fatalities, are used, then different priorities can result and therefore it generally is 
useful to examine various risk measures to obtain a more complete picture of a feature's 
risk worth.  Utilization of risk achievement worth in decision making is further discussed 
in Section 5.0 of NUREG/CR-3385. 

A.4.2.3.  Risk Reduction Worth 

To measure the worth of a feature in reducing the present risk, a logical approach is to 
“optimize” the feature and then determine how much the risk has been decreased.  
Thus, the risk reduction worth is formally defined to be the decrease in risk if the feature 
were assumed to be optimized or were assumed to be made perfectly reliable. 

Again, depending on how the decrease in risk is measured, the risk reduction worth can 
either be defined as a ratio or an interval.  Let 

Rı̅ = the decreased risk level with the feature optimized or assumed to be 
perfectly reliable, (A-80) 

and again let R0 be the present risk level.  Then on a ratio scale, the risk reduction 
worth Di of feature i (the letter “D” denotes decrease) is defined as: 

Di = R0/Rı̅ (A-81) 

On an interval scale the risk reduction worth Di is: 

𝐷𝐷i = R0 − Rı̅ (A-82) 

As defined in the above manner, the risk reduction worth, Di or Di, is always greater than 
or equal to one or is always positive, respectively. 

In calculating Rı̅ with feature i optimized, other interrelated features which are also 
effectively optimized should be included.  Again, whether the ratio or interval definition is 
used will depend upon the specific application.  For a given facility and for a given risk 
measure, the ratio and interval will generally give the same ranking of the features.  The 
risk reduction worths of features will depend on the risk measure being examined.  As 
for the risk achievement worths, when the features of different facilities are compared or 
when cost-benefit analyses are performed, then the interval definition is generally more 
appropriate.  Utilizations of calculated risk reduction worths are further discussed in 
Section 5.0 of NUREG/CR-3385. 
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 A.4.2.4.  Fussell-Vesely Importance (risk participation index) 

Another generally applied importance measure is the fractional contribution of i to the 
risk, or the Fussell-Vesely (Reference A-52) measure of importance, Ii, which can be 
expressed as: 

Ii = R0−Rı̅
R0

 (A-83) 

where the numerator represents the risk due to contributor i.  Equation (A-83) can be 
expressed as: 

Ii = 1 − 1
Di

 (A-84) 

or 

Ii = Di−1
Di

 (A-85) 

Thus, the importance Ii is simply related to the risk reduction worth on a ratio scale, Di.  
The risk reduction worth on a ratio scale, however, gives only partial information about 
the risk importance of i; the interval measure and the risk achievement worth give 
important additional information about the importance of 1. 

 A.4.2.5.  Birnbaum Importance (risk derivative) 

If the risk measure is defined to be the system unavailability or unreliability, then the 
more generally applied Birnbaum (Reference A-47) importance Δi of Component i can 
be defined as: 

Δi = Ri
t − Rı̅ (A-86) 

where Ri
t is the system availability with Component i assumed failed and Rı̅ is the system 

unavailability with the component assumed working.  Barlow and Proschan 
(Reference A-16) call the Δi reliability importance of Component i. 

By adding and subtracting the nominal unavailability R0 to the right side of Equation (A-
86), it can be seen that 

Δi = 𝐴𝐴i − 𝐷𝐷i (A-87) 

Thus, the Birnbaum importance is the sum of the risk achievement and risk reduction 
worth of Component i on an interval scale.  The risk achievement worth and the risk 
reduction worth together are thus more informative than the Birnbaum importance. 
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A.4.3.  Risk Contribution Sensitivity Analysis 

Another valuable asset of the event sequence analysis approach to QRVA is that it 
supports sensitivity analysis of most elements of the QRVA risk results, such as: 

• Individual Initiating Event Frequency 

• Individual Event Sequence Frequency 

• Event Tree Top Events 

• Event Tree Split Fractions 

• Fault Tree Basic Events (e.g., grouped or specific component failure rates, 
component unavailability values, human error rates or specific HFE HEP 
values, etc.) 

In practice, we review the risk importance measure results, then based on those results, 
select risk model elements; e.g., specific component failure rates, for risk sensitivity 
analysis.  The risk sensitivity analyses are performed by selecting a QRVA input 
element, then changing the input data for the target parameter by a specified percentage 
or factor, and requantifying the risk model with the revised parameter value to produce 
the sensitivity case value for the total aggregated risk. 

A.4.4.  Vulnerability Assessment Results Presentation and Interpretation 

Key elements of the QRVA Vulnerability Assessment are presentations of the risk 
element risk importance measures and associated sensitivity case studies in the form of 
tabular results and via presentation of risk element “tornado charts”.  In effect, tornado 
charts are bar charts of risk element importance measure or sensitivity case study 
results rotated by 90 degrees and rank ordering the bars from high to low moving 
downward on the chart, creating, in effect, a tornado-shaped chart of results with the 
most important elements at the top and the least important elements at the bottom.  
Experience has shown that there can be significant pitfalls in attempting to interpret risk 
importance measure and sensitivity case study results directly from tables and charts. 

By reviewing all the ranked lists of importance measure results along with the sensitivity 
case study tornado charts, we can obtain an understanding of facility-specific 
risk-dominating vulnerabilities.  It is also instructive to compare facility-specific 
component failure rates (i.e., the Bayesian-updated failure rates) and HFE HEP values 
with their associated generic data values.  Those facility-specific values that are 
significantly greater than (e.g., more than 50% relative difference) their associated 
generic values can point to potential facility-specific risk vulnerabilities. 

These results will be presented in the QRVA report with an accompanying discussion 
developed by analysts experienced with the RHFSF risk model designed to facilitate 
meaningful interpretation of vulnerability assessment results. 
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A.5.  Internal Flooding QRVA 

The general steps of an internal flooding QRVA are similar to those for other internal 
events presented above in Sections A.1 through A.4; however, internal flooding, internal 
fire, and effectively all the external events QRVAs differ because the hazards, failure 
modes, and HFEs are location-dependent throughout the facility.  At the RHFSF, internal 
flooding can most likely result from misdirected fuel or water within the facility.  These 
misdirected liquids can result from actual tank or piping failures or from human errors 
associated with operations, maintenance, testing, or inspection activities. 

A.5.1.  Internal Flood Events Scope Determination 

In internal flooding QRVAs, it is important to identify all the liquiE-containing fixed 
systems and transient support systems that could be involved in an internal flooding 
scenario at the facility.  As the internal events QRVA described in Sections A.1 
through A.4 above includes fuel tank or piping rupture scenarios, it may be determined 
that only water and other non-fuel sources of liquid should be associated with the 
flooding QRVA for the RHFSF. 

Also within the scope determination is the task of selecting those areas or zones of the 
facility that are truly susceptible to flooding risk.  For example, areas within tanks or 
piping that normally contain liquid would generally not be considered as flooE-
susceptible.  In general, flooE-susceptible areas of a facility are those areas where 
operators may be expected to perform normal or emergency operator actions or any 
area that contains flooE-susceptible equipment or components; e.g., electrical or 
electronic components or components potentially susceptible to failure or degradation 
from flood scenario-related liquid jets or sprays. 

 A.5.2.  Internal Flood Facility Partitioning 

For internal flooding QRVA, the facility must be partitioned into logical areas or zones for 
flood scenario development and associated impact assessment.  The flood zones for the 
QRVA are generally determined by identifying and characterizing liquid barriers within 
the facility, such as the yellow flood protection doors installed in the RHFSF tunnels.  All 
facility areas or zones containing flooE-susceptible equipment must be considered in the 
partitioning task. 

A.5.3.  Internal Flood Source Identification and Characterization 

In internal flooding QRVAs, it is important to identify and characterize all the potential 
sources of liquid that could be involved in an internal flooding scenario at the facility are 
to be considered within the scope of the internal flooding QRVA.  These sources of liquid 
include anticipated “transient” sources, such as moveable water trucks or tanks that may 
occasionally be in the facility to support periodic maintenance or testing activities as well 
as fixed sources, such as fuel tanks, fuel piping, facility water system tanks and/or facility 
water system piping.  It is important to determine the specific locations and total 
capacities or volumes associated with each liquid source. 
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 A.5.4.  Internal FlooE-Induced Initiating Event Analysis 

After the internal flood sources are identified and characterized, internal flooding 
initiating event analysis can be performed.  Similar to the analysis approach outlined in 
Sections A.1.5 and A.1.9 above, the flooding scenario initiating event frequency values 
must be determined for event sequence quantification.  Also, there are generic data 
sources available to support flooding initiating event determination.  

 A.5.5.  Internal Flood Scenario Development 

After the flood sources, flood zones, and flood initiating events have been determined, 
the internal flood scenarios can be characterized applying the event sequence analysis 
approach outlined previously.  It is important to identify flood scenarios by flood initiation 
zone and by potential flood propagation zones included in each scenario.  Also, it is 
necessary to identify the effective impact heights for each flooE-susceptible component 
and potential HFE modeled within each flood zone for a scenario.  That is, a 
determination must be made and documented as to the minimum height a liquid can 
reach in the zone to effect a failure mode or HFE of interest for each flooE-susceptible 
component in the zone and each human action modeled to be implemented within the 
zone.  Also, an important part of the scenario development involves the analysis of 
maximum and effective sustained liquid heights in each zone affected by each flood 
scenario included in the risk model.  It is important to note that, in internal flooding 
scenarios as for other hazarE-specific portions of the QRVA, equipment failures and 
HFEs can be caused directly by the target hazard, internal flooding in this case, or by 
other independent failure causes.  That is, for each scenario, equipment failures and 
HFEs may be caused by the effects of the flooding or, independently via any other cause 
included in the internal events QRVA described in Sections A.1 through A.4. 

A.5.6.  Internal Flood Human Reliability Analysis 

HFEs evaluated in the QRVA described in Sections A.1 through A.4 will need to be 
reviewed and reanalyzed to account for flooding scenario impacts on HFE HEP PSFs.  
There may be cases where certain human actions credited in the other internal events 
QRVA may be determined to be infeasible due to liquid inundation at the human action 
location.  Additionally, some internal flood specific human actions may be identified 
associated with preventing or mitigating potential flood scenario impacts on the facility.  
In such cases, those additional human actions and associated HFEs will be required to 
be evaluated for incorporation in the internal flooding QRVA event sequence analysis 
and quantification. 

 A.5.7.  Internal Flood Accident Sequence Analysis 

Internal flood accident sequence analysis is performed applying the approach outlined in 
Sections A.1 through A.4, via the following major process steps: 

• Event Sequence Diagram Development 
• Event Tree Development 
• Conditional Split Fraction Determination 
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• Systems Analysis (e.g., fault tree analysis) 
• Split Fraction Quantification 

A.5.8.  Internal Flood Data Analysis 

Internal flood data analysis is performed applying the approach outlined in Sections A.1 
through A.4. 

A.5.9.  Internal Flood Risk Quantification 

Internal flood risk quantification is performed applying the approach outlined in 
Sections A.1 through A.4. 

A.5.10.  Internal Flood Risk Uncertainty Analysis 

Internal flood risk uncertainty analysis is performed applying the approach outlined in 
Sections A.1 through A.4. 

A.5.11.  Risk Results Presentation and Interpretation 

Internal flood risk results presentation and interpretation is performed applying the 
approach outlined in Sections A.1 through A.4. 

 A.5.12.  QRVA Vulnerability Assessment 

Internal flood vulnerability assessment is performed applying the approach outlined in 
Sections A.1 through A.4. 

A.5.12.1 Risk Decomposition (risk by initiating event category, specific 
initiating events, specific event sequences) 

Internal flood risk decomposition is performed applying the approach outlined in 
Sections A.1 through A.4. 

A.5.12.2 Risk Importance Measure Determination and Evaluation for Event 
Tree Split Fractions and Fault Tree Basic Events 

Internal flood risk importance measure determination and evaluation for event tree split 
fractions and fault tree basic events is performed applying the approach outlined in 
Sections A.1 through A.4. 

 A.5.12.2.1 Fractional Importance 

Internal flood QRVA element fractional importance determination and assessment is 
performed applying the approach outlined in Sections A.1 through A.4. 
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A.5.12.2.2 Risk Achievement Worth 

Internal flood QRVA element risk achievement worth determination and assessment is 
performed applying the approach outlined in Sections A.1 through A.4. 

 A.5.12.2.3 Risk Reduction Worth 

Internal flood QRVA element risk reduction worth determination and assessment is 
performed applying the approach outlined in Sections A.1 through A.4. 

A .5.12.2.4 Fussell-Vesely Importance (Risk Participation Index) 

Internal flood QRVA element Fussell-Vesely importance determination and assessment 
is performed applying the approach outlined in Sections A.1 through A.4. 

 A.5.12.2.5 Birnbaum Importance (Risk Derivative) 

Internal flood QRVA element Birnbaum importance determination and assessment is 
performed applying the approach outlined in Sections A.1 through A.4. 

 A.5.12.3 Risk Contribution Sensitivity Analysis 

Internal flood risk contribution sensitivity analysis is performed applying the approach 
outlined in Sections A.1 through A.4. 

A.5.12.4 Vulnerability Assessment Results Presentation and Interpretation 

Internal flood risk vulnerability assessment results presentation and interpretation is 
performed applying the approach outlined in Sections A.1 through A.4. 

A.6.  Internal Fire QRVA (FQRVA) 

The general steps of an internal fire QRVA are similar to those for other internal events 
presented above in Sections A.1 through A.4; however, internal flooding, internal fire, 
and effectively all the external events QRVAs differ because the hazards, failure modes, 
and HFEs are location-dependent throughout the facility.  Much of the information 
presented in this subsection is an adaptation of guidance provided in NUREG/CR-6850.  
A general flow chart for FQRVA tasks is presented in Figure A-19.
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Figure A-19.  FQRVA Task Flow Chart
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Figure A-19.  FQRVA Task Flow Chart (Continued) 
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A.6.1.  Internal Fire Events Scope Determination 

In internal fire QRVAs, it is important to identify all the fixed and transient fuel sources 
that could be involved in an internal fire scenario at the facility.  Also within the scope 
determination is the task of selecting those areas or zones of the facility that are truly 
susceptible to fire risk.  For example, areas within tanks or piping that normally contain 
liquid would generally not be considered as fire-susceptible.  In general, fire-susceptible 
areas of a facility are those areas where operators may be expected to perform normal 
or emergency operator actions or any area that contains fire-susceptible equipment or 
components; e.g., electrical or electronic components or components potentially 
susceptible to failure or degradation from fire scenario-related gases, smoke, or soot. 

A.6.2.  Facility Walkdowns 

Facility walkdown is defined as an inspection of local areas where systems and 
components are physically located to ensure accuracy of procedures and drawings, 
equipment location, operating status, and environmental or system interaction effects on 
equipment during accident conditions.  Facility walkdowns also supports facility 
partitioning under Task 1 by verifying credited partitioning features.  It is critically 
important that several facility walkdowns be conducted as an integral part of fire QRVA.  
Paper and electronic documents are not sufficient to provide all the information needed 
for a proper fire QRVA.  Subtle features of structural characteristics and equipment 
installations that may influence the outcome of a fire event are often not explicitly 
displayed on drawings or other documents.  Housekeeping practices and various facility 
conditions can only be understood by on-site inspection.  Also, often a wide range of 
paper documents need to be reviewed to select those that the analysts may need to use 
closely and retain as part of project documents.  Such a selection process is often best 
conducted at the site where most up-to-date documents can be found. 

Generally, several site walkdowns are conducted in support of a fire QRVA.  The first 
walkdown is typically used for facility familiarization and identification of necessary 
facility documents.  Later walkdowns are typically focused on specific topics.  Even 
though the scope of the walkdowns may vary considerably, all walkdowns involve a 
common set of steps.  In this section, those common steps are discussed first.  The 
various walkdowns are discussed later and cross-referenced with the specific tasks of 
this fire risk quantification process.  The types of analysts that should participate in a 
walkdown, duration, and schedule are also addressed. 

All walkdowns are generally unique and the scope and agenda of a walkdown should be 
adjusted according to the specific needs of the analyst and the conditions of the facility.  
However, there are some common elements among the walkdowns that should enhance 
the efficient use of the analysts’ and facility personnel time. 

Even though it is obvious, it is important to stress that safe conduct and strict adherence 
to the safety and security rules of the facility supersedes all other needs and 
requirements of a walkdown. 
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All walkdowns consist of the following activities: 

• Pre-visit planning and proper communication with facility staff and management to 
achieve the following: 

- Secure permission to enter the facility (if necessary) and visit various locations. 
- Ensure that certain members of facility personnel are available. 
- Develop a list of facility locations to be visited. 
- Develop a list of documents to be reviewed. 
- Develop the walkdown agenda. 
- Prepare a list of items to be taken to the facility. 

• An entrance meeting with facility staff and management to discuss the following: 

- Walkdown objectives. 

- Locations the team will visit to identify any relevant requirements pertaining to 
access, fuel containment, and security controls. 

- Securing a convenient work area where the team can review documents and 
conduct meetings. 

- Document retrieval, control, and other relevant topics. 

- Work hours. 

- Permission to use a camera. 

• Walkdown activities: 

- Visit planned facility locations and take necessary notes and photographs (if 
permitted). 

- Interview facility personnel knowledgeable of the topics on the agenda. 

- Review facility documents. 

- Consolidate and review the notes to ensure that all the necessary information 
has been collected. 

• An exit meeting with facility staff and management (if the management so desires) to 
summarize the objectives of the walkdown, what was done, what was achieved 
(including any problems encountered), and to identify and clarify additional action 
items, as appropriate. 

The optimal makeup of the walkdown team will depend on the extent to which 
compartment characterization or other information is desired.  In general, it is 
recommended that the walkdown team include someone knowledgeable of the facility’s 
fire protection program and someone with knowledge of the facility operating and 
support systems layout.  Fire protection experts can provide enhanced information 
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regarding potential fire sources, the fire barrier qualification status of credited partitions, 
and fire protection features.  Facility systems/layout experts can assist in the 
identification of facility systems and components located in a given fire compartment.  
This knowledge will be needed as the analysis progresses.  The initial confirmatory 
walkdown provides a convenient mechanism for gathering this information. 

The walkdown team may use a standardized form to record its findings.  Using such 
forms allows some level of standardizing the type of information collected by various 
analysts when working in parallel on the same task.  It also creates a compendium of 
various key information items for each fire compartment*** that can facilitate retrieval of 
specific information items when conducting the detailed fire scenario analysis.  The 
standardized form may include the following topics for the analyst to address during the 
initial or later walkdown: 

• Fire Compartment Identifier 

• Fire Compartment Name 

• Characteristics of the Boundaries (i.e., fire walls, doors, etc.) 

• Access Points from Other Fire Compartments and Accessibility during Power 
Operation 

• Openings into Adjacent Fire Compartments 

• Items Typically Present in the Fire Compartment 

• List of Fire QRVA Components (not including cables) 

• Equipment Count (per Task 6 instructions) 

• Information Regarding Transient Combustibles and transient Ignition Sources 
(e.g., possibility of conducting welding during power operation) 

• Fire Protection Features (passive and active) 

• Other Special Features and Characteristics Relevant to Fire Risk Analysis 
(e.g., addressing human performance factors under fire conditions) 

The form may be updated every time a member of the analysis team visits the facility or 
a specific fire compartment. 

                                                
*** It is convenient to organize information by fire compartment.  However, during the first 
walkdown, the team will need to verify the selection of fire compartments and their boundaries. 
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During the course of a fire QRVA, it is necessary to visit the facility and walkdown 
specific locations at different stages of the analysis.  In general, the following walkdowns 
have been found to be necessary: 

• An initial walkdown to confirm the definition of fire compartments and establish the 
characteristics of each fire compartment.  In the context of partitioning, the primary 
walkdown objective is to confirm the existence and integrity of credited partitioning 
features and elements.  The walkdown may also identify secondary partitions that 
can be credited to further partition an initially identified compartment.  A second 
walkdown objective is to gather information on the dominant features of each 
compartment.  Information of interest includes a description of the credited partitions 
that define each compartment, identification of (and/or counting of) primary fuel and 
ignition sources, cataloging of fire protection features (e.g., detection, suppression, 
raceway fire barriers, etc.), and the identification of adjacent compartments (above, 
below, and horizontal adjacencies).  Such walkdowns can also support mapping of 
facility components, systems, and cables to and within fire compartments: 

• To confirm the location of a specific cable. 

• In support of fire frequency estimation process (Task 6), it is necessary to count all 
the relevant ignition sources within each fire compartment.  This can only be 
completed by visiting each fire compartment and confirming the counts made using 
paper documents. 

• The scoping fire modeling (Task 8) requires direct observations at each fire 
compartment to confirm that no potential targets are within the zone of influence of a 
fixed ignition source. 

• To verify the detailed fire scenario analysis by direct observations at the affected fire 
compartments. 

• To conduct human reliability analysis interviews with facility operators and direct 
observations of affected facility fire compartments. 

• To verify seismic fire interaction. 
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 A.6.3.  FQRVA Database Development 

A comprehensive fire QRVA project of this type requires an analysis of fire-induced 
circuit failures beyond that typically conducted during original fire QRVAs.  Additional 
analytical tools are needed to support these refined electrical analyses.  The tools of 
interest generally involve enhancements to an existing database system (e.g., facility 
cable and raceway system, Appendix R database, QRVA database, etc.) or 
development of a new database that is structured to support the desired functionality.  
The purposes of this task are to: 

• Identify the database functional capabilities necessary to support a fire QRVA project 
as outlined in this guide, including analysis, screening, and correlation of data; and 

• Establish a framework and process for assessing existing facility database features 
and functionality, and implementing an enhancement plan to develop the necessary 
database functional capabilities.  A Database Augmentation Plan is developed to 
ensure enhancements are implemented through a formal and structured process. 

The ultimate objective is to develop a relational database that can quickly and accurately 
assess potential equipment failures for fire scenarios of interest.  Scenarios may include, 
but are not limited to, total failure of all circuits in a fire area or facility compartment, 
failure of cables within a specific raceway, and failures based on specific equipment 
failure modes. 

 A.6.4.  Internal Fire Facility Partitioning 

For the purposes of a fire QRVA, the facility is divided into a number of fire 
compartments.  The analysis then considers the impact of fires in a given compartment, 
and fires that might impact multiple compartments.  This procedure establishes the 
process for defining the global facility analysis boundary and partitioning of the facility 
into fire compartments.  The product of this task will be a list of facility fire compartments 
in the facility under analysis. 

The work package developed to support the facility-partitioning task should address the 
following issues: 

• Basis for and Identification of the Limits of the Selected Global Facility Boundary 

• Basis for and Results of Partitioning the Selected Global Facility Boundary into Fire 
Compartments 

• Mapping of Fire Compartments to Facility Fire Areas Defined in Regulatory 
Compliance Activities 

• Documentation of the Basic Features of Some or All Fire Compartments 

The objectives of the partitioning task are to (1) define the global facility analysis 
boundaries relevant to the fire QRVA, and (2) divide the facility into discrete physical 
analysis units (fire compartments).  The fire compartments form the fundamental basis of 
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the subsequent fire QRVA.  That is, the fire QRVA will initially consider fire threats to 
stable safe operation primarily in the context of the defined fire compartments.  The 
results of the fire QRVA will be presented in terms of the risk contribution for fires 
confined to a single compartment and for fires that impact multiple adjacent 
compartments. 

A fire compartment is a well-defined enclosed room, not necessarily with fire barriers.  
Fire compartments generally fall within a fire area, and are bounded by non-combustible 
barriers where heat and products of combustion from a fire within the enclosure will be 
substantially confined.  Boundaries of a fire compartment may have open equipment 
hatches, stairways, doorways or unsealed penetrations.  The term fire compartment is 
defined specifically for fire risk analysis and maps facility fire areas and/or zones, 
defined by the facility and based on fire protection systems design and/or operations 
considerations, into compartments defined by fire damage potential.  For example, the 
control room complex or certain areas within the turbine building may be defined as a 
compartment. 

The preceding discussion provides sample criteria for defining fire compartments when 
partitioning a facility for fire QRVA. 

One of the most important effects of the facility partitioning process is in relation to the 
qualitative and quantitative screening tasks.  Qualitative screening (Task 4) assesses 
each compartment, assuming that fires confined to that single compartment will fail all 
stable safe operation components and cables in the compartment.  Similar assumptions 
are made in the first quantitative screen (Task 7), and again, compartments are 
screened as individual contributors.  Multi-compartment scenarios are also explicitly 
screened and/or analyzed based on the compartment definitions, and in particular, 
postulating failure of the partitioning elements that define each compartment.  Hence, 
the definition of fire compartments is critical to the analysis.  It is important that fire 
compartments be defined in a reasonable manner that appropriately supports the fire 
QRVA. 

The partitioning process involves two competing considerations that should be balanced 
by the analyst.  Partitioning the facility into a greater number of compartments has 
potential advantages, in that each individual compartment may be easier to analyze as 
an individual risk contributor.  This does, however, increase the burden for the analysis 
of multi-compartment fire scenarios.  Defining a smaller number of larger compartments 
also has advantages in certain cases, particularly for areas that the analyst expects 
might screen during qualitative screening (Task 4) or during initial quantitative screening 
(Task 7). 

Ideally, the combination of individual compartment analyses and multi-compartment 
analyses will reach the same final numerical estimates of the facility-wide fire risk, 
regardless of how the partitioning was performed.  This will be accomplished since 
identification and analysis of multi-compartment fire scenarios will begin with all fire 
compartments that are screened, qualitatively or quantitatively.  In practice, an ideal 
consistency may be difficult to achieve and/or demonstrate.  Furthermore, the 
partitioning decisions impact the presentation and interpretation of the fire QRVA results 
in terms of single and multi-compartment fire scenario contributions.  Excessive 
partitioning, beyond that recommended in Section 1.5.2 of NUREG/CR-6850, may 
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appear to artificially dilute the contribution of a given room to fire risk, and should be 
avoided.  When in doubt, retention of larger and more clearly delineated fire 
compartments is generally considered the more conservative approach. 

The partitioning task assumes that a range of fire protection features will be effective at 
containing the damaging effects of a fire under most fire conditions.  These features 
include fire-rated barriers; non-fire-rated barriers; active features, such as water curtains; 
and in some cases, spatial separation.  The potential failure of a credited partitioning 
feature is addressed in the multi-compartment fire scenario analysis task (see Task 11). 

No input from other activities in the fire QRVA is necessary for the definition of the global 
facility boundary and partitioning of the facility into fire compartments. 

In preparation for the partitioning task, the analyst should possess substantial knowledge 
of the facility layout, the characteristics of compartment boundary elements, and the 
general location of facility systems and equipment.  For multiunit sites, a general 
knowledge of the extent to which systems, components, cables, and areas are shared 
between units is also needed. 

Plan and elevation views of different buildings in the facility, as well as walkdowns, may 
be used to perform this task. 

Confirmatory walkdowns will be necessary to complete the partitioning process, although 
these walkdowns may be deferred pending the identification of walkdown needs 
associated with other analysis tasks; e.g., fire ignition frequency analysis and fire 
modeling tasks.  Step 3 of this task and Support Task A provide additional information 
about the recommended walkdown. 

The list of fire compartments developed in this task is used throughout the balance of the 
fire QRVA.  The partitioning decisions made in this task define the physical facility 
analysis units (the fire compartments)—that form the fundamental basis of the fire 
QRVA. 

A.6.5.  FQRVA Component Selection 

This section provides the procedure for creating the fire QRVA component list.  This list 
serves as the basis for those components modeled in the fire QRVA, and it is the key 
source of information for which corresponding cables need to be identified and located 
for the fire QRVA.  As such, the fire QRVA component list, fire QRVA model, and 
corresponding cable identification are iterated upon to ensure an appropriate 
correspondence among these three items.  The product of this task is a list of the 
equipment to be included in the fire QRVA and for which corresponding cables need to 
be identified and located for the facility under analysis. 

This procedure addresses creating the fire QRVA component list, which needs to span 
(a) equipment that, if affected by a fire, will cause an initiating event such that the 
appropriate fire-induced initiators can be defined; (b) all equipment necessary to support 
those mitigating functions and operator actions that are credited in the analysis in 
response to any initiator, as well as (c) that equipment which can be a source of 
undesirable responses adverse to safety during a fire-induced accident sequence, such 
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as a component that can spuriously operate.  The terms “equipment” or “components” as 
used in this procedure are considered synonymous and meant to include facility 
components such as valves, fans, pumps, etc.; structures; barriers; indicators; alarms; 
and other devices as appropriate.  It is recommended that all the equipment credited in 
the internal events QRVA (especially equipment in electrically diverse systems) be 
included in the fire QRVA component list.  More specifically, the scope of the fire QRVA 
component list should include the following major categories of equipment: 

• Consideration of equipment whose fire-induced failure will cause an initiating event 
to be modeled in the fire QRVA model (in this case, the appropriate initiator for a 
compartment needs to be defined, not that the equipment itself has to be modeled). 

• Equipment to support the success of mitigating safety functions credited in the fire 
QRVA, including equipment implicitly included in internal events QRVA recovery 
models. 

• Equipment to support the success of operator actions credited in the fire QRVA. 

• Equipment whose spurious actuation or other fire-induced failure modes could have 
an adverse effect on the success of the mitigating safety functions credited in the fire 
QRVA. 

• Equipment whose spurious operation or other fire-induced failure modes could likely 
induce inappropriate or otherwise unsafe actions by the facility operators during a fire 
damage sequence. 

In many cases, the same equipment might be in several of the five major categories. 

Similarly, a limited set of mitigating equipment, as well as instrumentation and diagnostic 
equipment such as indicators, lights, alarms, and similar devices considered necessary 
to support successful operator actions (e.g., such as carrying out the emergency 
operating procedures [EOP], following specific fire emergency procedures [FEP], or to 
credit certain recovery actions), or the failure of which could cause inappropriate 
operator actions, should also be added to the fire QRVA component list (more on this in 
Section 2.5.5 of NUREG/CR-6850).  Examples could be remote control panel (or areas) 
equipment and controls, pump room high temperature alarms, certain facility parameter 
indications with no or little redundancy in the indication, among others. 

Because a key emphasis of the fire QRVA component list is to identify and track relevant 
cables in Task 3 that could be affected by fires in the facility, the list need not contain 
passive/mechanical equipment (i.e., non-electrical components) deemed by the analyst 
to be unaffected by fires.  Such equipment may be manual valves, check valves, filters, 
heat exchangers, tanks, etc.  (However, note that temperature, level, or other indications 
associated with this equipment may need to be on the list for operator action purposes).  
It is recommended that as part of this procedure, the analyst has identified those types 
of passive/mechanical equipment that do not need to be on the fire QRVA component 
list, even though the equipment may be in the fire QRVA model with regard to other 
mechanical failures, such as random plugging.  The facility’s existing fire analyses or the 
internal flooding QRVA will typically have a similar list of component types not 
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considered affected by fires or flooding, and should be good starting points for creating a 
list of components not vulnerable to fire.  In considering components that should not be 
affected by a fire, any potential damage to valve packing and other valve internals, filter 
materials, etc., should not be possible or at least not prevent the equipment’s operation, 
should it be necessary.  As part of identifying whether non-electrical equipment is or is 
not vulnerable to fire effects, the analyst should also be sensitive to identifying such 
situations as instrument air piping/tubing that is copper or has soldered joints that may 
fail under high heat conditions and thus fail the instrument air function.  In such cases, 
the QRVA model needs to reflect these possible non-electrical equipment failures for 
applicable compartment fires. 

This task’s primary purpose is to determine that equipment for which cable identification 
and location is necessary.  This is needed in order to identify what equipment fires in 
various locations may affect.  A fall-out of creating the fire QRVA component list is 
determining the majority of the equipment scope in the fire QRVA model subject to that 
equipment which is screened out in subsequent tasks or does not need cabling 
information. 

In order to arrive at the fire QRVA component list, the two most significant inputs 
available are used to start creating such a list; the internal events QRVA (with 
knowledge of any unique aspects from any existing fire QRVA) and the fire stable safe 
operation analysis; e.g., called Appendix R of 10 CFR Part 50 Analysis at some facilities.  
Together, these two inputs provide much of what is needed for the fire QRVA.  However, 
because these two analyses were performed for different purposes, this procedure calls 
for a reconciliation to make sure the differences are appropriately considered.  Steps 1 
and 2 of this procedure address the analysis activities to start the fire QRVA component 
list from the internal events QRVA and how to perform the reconciliation between the 
internal events QRVA and the fire stable safe operation analysis.  Where options are 
available to the analyst in carrying out these steps, those options and corresponding 
considerations are offered. 

Steps 3 through 6 address how to build on the product of Steps 1 and 2 and more 
completely identify the equipment of interest.  As in the earlier steps, where options are 
available to the analyst in carrying out each step, they are noted and briefly discussed. 

All the options can be generally considered as tradeoffs between the level of accuracy 
and completeness of the fire QRVA versus the resources needed to achieve that level.  
The latter steps in the procedure are largely additions to the fire QRVA component list 
from Steps 1 and 2 to make the list more complete and to ensure no potentially 
important equipment has been missed.  For instance, Steps 4 and 5 address the 
potential for spurious equipment operation or malfunctions that could affect system 
performance and/or operator performance during the response to a fire.  Such spurious 
operations are usually too improbable for consideration in the internal events QRVA, but 
in the case of a fire, multiple spurious equipment operations or malfunctions may be 
somewhat likely and cannot easily be dismissed.  Step 6 addresses the special subject 
of equipment whose failure may cause “potentially high-consequence” events to ensure 
this equipment is included in the list. 

Finally, Step 7 covers the documentation of the fire QRVA component list. 
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The following key assumptions underlie the use of this procedure. 

• A good, quality internal events QRVA and fire stable safe operation analysis are 
available. 

• The analysts, collectively, have considerable knowledge and understanding of the 
facility systems and operator performance, as well as the internal events QRVA and 
the Fire Stable Safe Operation Analysis, and/or have access to other staff that can 
provide such input. 

• The scope and number of spurious equipment operations or malfunctions of concern 
can easily grow to proportions that are unreasonable to address without unlimited 
resources.  An approach for addressing this subject is found under Steps 4 and 5, 
with additional considerations provided in Appendix A of NUREG/CR-6850.  In 
carrying out those steps, it is assumed the analysts will: 

- As a minimum – 

o Identify cases where the spurious actuation or mal-operation of any single 
component within each system would affect a stable safe operation function 
(e.g., spurious actuation of a valve in a pumped water system which creates 
a flow diversion path in a required system), and 

o Identify cases where a single indicator/alarm associated with a particular 
operator action of interest would cause an undesirable operator action (e.g., a 
spuriously operating high-temperature pump motor alarm leading to the 
operator shutting down the pump); 

- And then as resources allow – 

o Expand the above search within each system or for operator actions of 
interest to simultaneous “doubles,” “triples,” or even more combinations of 
spurious operations or failures; e.g., multiple valves, multiple indicators.  
However, as a practical matter, going beyond “triples” or even “doubles” may 
prove unwieldy and of little value considering the reasonably low likelihood of 
three or more affected devices at the same time.  For instance, there may be 
reasons that the likelihood of spurious operation of a component(s) can easily 
be judged to be low and thus not worthy of consideration; e.g., by looking 
ahead and implementing criteria in Steps 4 and 5 that address ways to limit 
the number of coinciding spurious events to be considered. 

It is not expected that these searches will cross system boundaries (e.g., a spurious 
operation of a high pressure injection isolation valve with a spurious operation of a valve 
or involve multiple operator activities.  Keeping within this framework is analogous to the 
current state-of-the-art for treating common cause failures in internal events QRVAs 
(identified within each system boundary) and thus is considered appropriate for the fire 
QRVA.  This is not to say that the procedure specifically precludes examinations across 
systems or activities.  In fact, if the analysts are aware of known vulnerabilities that cross 
system or activity boundaries or can easily examine for such simultaneous failures, their 
inclusion is encouraged.  Note that when these individual failures are included in the fire 
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QRVA model and the model is “solved” for combinations of events that cause loss of fuel 
inventory control or a large fuel release, combinations of spurious events across 
systems will automatically be identified.  These can be dealt with during the quantitative 
screening (Task 7) and subsequent analysis tasks as appropriate. 

Given that the initial development of the fire QRVA component list will largely come from 
the existing internal events QRVA and any existing fire stable safe operation analysis, 
this task only needs initial assistance from those analysts performing Task 12, Post-Fire 
Human Reliability Analysis, to define operator actions and hence related equipment 
(e.g., specific indicators) of potential significance when carrying out Step 4.  However, it 
is also assumed that two prerequisites have been satisfied.  The first is the facility 
boundary definitions and compartment designations from Task 1, Facility Boundary 
Definition and Partitioning, so that the fire QRVA component list can include associated 
location information about each equipment item as well as be useful in defining initiating 
events for each compartment in Step 3 of this procedure.  The second assumed 
prerequisite, related to Support Task B, Fire QRVA Database System, is that the 
information needed about each component has been agreed upon and is therefore 
compatible with the expected input for that database. 

The initial development of the fire QRVA component list should be as complete as 
possible.  However, as is the iterative nature of QRVA, the fire QRVA component list 
may need to be modified by products of other tasks in the fire QRVA process.  For 
example, if Task 12, Post-Fire Human Reliability Analysis, develops new fire-related 
actions to consider in the analysis, the fire QRVA component list might have to include 
new instruments that uniquely support these additional actions (with subsequent cable 
identification, etc.).  In some cases, the analysts may decide that it is more efficient to 
perform portions of other tasks to demonstrate that certain equipment items do not have 
to be included on the list; e.g., demonstrating that a valve cannot spuriously fail/operate 
in an undesirable state.  While this latter approach should be followed with care since it 
tends to disrupt the logical flow of first including any potentially important equipment and 
then finding reasons to later screen items from the analysis, there may be times when 
the resource tradeoffs may make this the best course of action.  Thus, the analysts 
should be open to adjusting the fire QRVA component list as other task products affect 
the scope of the fire QRVA model, whether the other tasks are performed after Task 2 
(the normal flow expected in carrying out the process) or before or in conjunction with 
Task 2. 

This procedure assumes the availability and use of the following to support the creation 
of the fire QRVA component list. 

• Internal Events QRVA (with use of any existing fire QRVA models, insights, etc.) 

• Fire Stable Safe Operation Analysis 

• Facility Piping and Instrument Diagrams (P&ID) and Electrical Diagrams 

• Facility Procedures (e.g., emergency operating procedures, fire procedures, 
annunciator response procedures) 
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• Facility Design Basis Documents (see Step 3) 

• Other Facility Drawings and Documents, as Necessary 

Analysts’ knowledge of facility system operation, potential failure modes of equipment, 
and potential operator responses related to possible conditions of equipment or 
instrumentation will enhance the use of this procedure and make it more efficient. 

Most likely, existing documentation will be adequate to provide all the necessary 
information produced for the fire QRVA component list as described in Step 5.  Thus, 
walkdowns will generally not be necessary for this task.  However, especially for 
equipment location information, there may be times when a walkdown is needed to 
determine or verify certain information.  In such cases, this need for a walkdown should 
be planned so as to coincide with other task walkdown needs for efficiency reasons.  
See Support Task A, Facility Walkdowns. 

The primary product of this procedure, the fire QRVA component list, is used to support 
Fire QRVA Cable Selection (Task 3), to provide the necessary inputs about each 
equipment item into the Fire QRVA Database System (Support Task B), and to provide a 
basis for much of what is modeled in the Fire-Induced Risk Model (Task 5), as modified 
by subsequent screening and other tasks). 

 A.6.6.  FQRVA Cable Selection 

Conducting a fire QRVA in accordance with this procedure necessitates an analysis of 
fire-induced circuit failures beyond that typically conducted during original fire QRVAs.  
The circuit analysis elements of the project are conducted in three distinct phases: 

• Fire QRVA Cable Selection (Task 3) 
• Detailed Circuit Failure Analysis (Task 9) 
• Circuit Failure Mode Likelihood Analysis (Task 10) 

This section provides methods and instructions for conducting the first phase of circuit 
analysis–selecting fire QRVA cables (Task 3).  The purpose of Task 3 is to identify for all 
fire QRVA components the circuits/cables††† associated with the components and the 
routing/facility location of the identified circuits/cables.  These relationships can then be 
used to determine the fire QRVA components potentially affected by postulated fires at 
different facility locations. 

In most cases, it is advantageous to perform some or all of Task 9 (detailed circuit failure 
analysis) coincident with Task 3.  The degree to which Task 3 and Task 9 are combined 
is highly dependent on numerous facility-specific factors.  Considerations for combining 
the two tasks are incorporated in relevant sections of Chapter 3 of NUREG/CR-6850. 

                                                
††† The term “circuit” and “cable” are often used interchangeably for fire-related circuit analyses.  
A circuit is comprised of electrical components, subcomponents, and cables/connection wire.  
Within the context of fire-induced equipment failures, it is understood that circuit selection or 
circuit identification refers to the identification of cables that connect all the related components 
and subcomponents of a complete circuit. 
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Chapter 3 of NUREG/CR-6850 provides methods and technical considerations for 
identifying cables to be included in the fire QRVA cable list.  This task contains the 
following key elements: 

• Identify Cables Associated with Fire QRVA Equipment 

• Determine Facility Routing and Location for the Fire QRVA Cables 

• Identify Fire QRVA Power Supplies 

• Correlate Fire QRVA Cables to Fire QRVA Equipment and Facility Locations (fire 
compartments and/or fire areas) 

Implementation of facility-specific quality assurance and configuration control 
requirements that might apply to a fire QRVA is not within the scope of this task.  Nor 
does this task address validating the accuracy of facility-specific data extracted from 
facility drawings, documents, or databases.  Each facility should follow appropriate 
quality assurance, administrative, and configuration control procedures applicable to the 
work conducted.  The need to validate input source documents should be addressed as 
part of assembling the prerequisite information. 

The fire QRVA cable list identifies the circuits/cables needed to support proper operation 
of equipment contained in the fire QRVA equipment list.  Essential electrical power 
supplies are also identified during this task.  The fire QRVA cable list might also include 
associated circuits.  Associated circuits are cables that are not necessarily directly linked 
to a component, but have the potential to cause improper operation of a component as a 
result of certain failure modes associated with fire-induced cable damage. 

The fire QRVA cable list is not simply a list of cables.  It also establishes, for each cable, 
a link to the associated fire QRVA component and to the cable’s routing and location.  
These relationships provide the basis for identifying potential equipment functional 
failures at a fire area, fire compartment, or raceway level. 

Task 3 is broken down into six distinct steps.  Generic step-by-step instructions for 
completing these steps are provided in this chapter.  Figure A-20 shows a summary of 
the task work flow. 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-161 
 

 

Figure  A-20.  Fire QRVA Cable Selection Process 
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A critical aspect of creating the fire QRVA cable list is preplanning.  Experience shows 
the importance of developing a clear strategy and detailed facility-specific rules for 
selecting cables.  This is true whether cable selection is based on existing analyses 
(e.g., post-fire stable safe operation analysis, original fire QRVA, etc.) or will be 
generated from scratch.  Also of key importance is assessing up front the degree to 
which cable and raceway data has been automated and the cables have been correlated 
against facility locations.  The key question is whether or not the existing data allows for 
easy database retrieval of cable routing and location information.  This capability is 
essential for efficiently conducting a fire QRVA using the methods of this procedure.  
Facilities without this capability should include in the project resource estimate a realistic 
projection of the level-of-effort necessary to acquire the desired database sort and query 
capability, which can be substantial, depending on the actual information available. 

The following assumptions form a basis for this task: 

• A cable and raceway database system (CRS) is in place and available to identify 
cable routing and location.  The analysis methods presented in this document 
assume some degree of automated cable-to-location sort and query capability.  The 
ultimate usefulness of the database to support this task will vary depending on the 
inherent functionality of the database. 

• An Appendix R of 10 CFR Part 50 analysis (herein after referred to simply as 
Appendix R analysis) for the facility has been completed and documented, and is 
available for helping identify cables associated with fire QRVA equipment.  The 
degree of applicability will vary depending on the facility-specific approach used for 
the Appendix R circuit analysis. 

• Equipment is assumed to be in its normal expected position or condition at the onset 
of the fire.  In cases where the status of a component is indeterminate or could 
change as a result of expected facility conditions, worst-case initial conditions should 
be assumed for the purpose of cable selection. 

• Properly sized and coordinated electrical protective devices are assumed to function 
in accordance with their design tripping characteristics, thereby preventing initiation 
of secondary fires through circuit faults created by the initiating fire. 

• Users of this procedure are knowledgeable in the theory and principles of electrical 
power and control circuits, and have practical experience with facility circuit 
schemes, power distribution systems, and cable and raceway routing systems.  Work 
under this procedure is assumed to be conducted by or supervised by personnel 
familiar with circuit failure analysis methods. 

This task needs, as a prerequisite, the facility partitioning boundary definitions and fire 
compartment designations from Task 1, Facility Boundary Definition and Partitioning.  
This information is used to correlate cable routing to specific facility locations.  As a 
minimum, cables should correlate to facility fire areas.  Ideally, the cables will correlate 
to the established fire compartments. 
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This task needs, as a prerequisite, the list of fire QRVA equipment from Task 2, Fire 
QRVA Components Selection.  The fire QRVA equipment list serves as the starting point 
for cable selection.  The primary objective of Task 3 is to identify circuits/cables 
associated with the fire QRVA components for the purpose of identifying potential 
equipment failures on a compartment and fire scenario basis. 

The fire QRVA database system (or equivalent database system) is a prerequisite for 
this task.  The database system provides a structured framework for capturing and 
maintaining fire QRVA data.  The database system is populated with the data and 
information generated by this task, which is then complied to generate the fire QRVA 
cable list and accompanying relationships.  The data structure and functional 
relationships established within the database system are specifically designed to 
maintain data integrity and provide the necessary sort and query capability to conduct 
compartment and scenario conditional loss of fuel inventory control 
probability (CLOFICP) and conditional acute fuel release probability (CAFRP) 
calculations. 

This task needs basic cable routing and cable location information from the facility CRS 
or other sources, as applicable.  The availability of readily retrievable cable routing and 
cable location data will significantly impact the analysis strategy and level of effort 
needed to complete this task.  Manually determining cable routing and locations from 
facility drawings and/or walkdowns is extremely resource intensive.  Facilities that do not 
have cable routing and location data in an automated database format should, in the 
planning stage, carefully consider the additional resources needed to obtain this 
capability.  The analysis methods presented in this document assume some degree of 
automated cable-to-location database sort and query capability.  The ultimate 
effectiveness of the CRS to support the fire QRVA is directly related to the resolution of 
cable location information; i.e., a CRS that can readily correlate a cable to a specific 
raceway and facility compartment is more useful than a CRS that can only correlate a 
cable to fire areas (lower resolution). 

Other information required includes: 

• Component Elementary Circuit Diagrams 
• Component Cable Block Diagrams 
• Component Wiring/Connection Diagrams 
• Electrical Distribution System Single-Line Diagrams 
• System Piping and Instrument Diagrams  
• Instrument Loop Diagrams and Block Diagrams 
• Cable Raceway Schedules and routing Drawings 
• Equipment Location and Layout Drawings 
• Electrical Distribution System Protective Device Coordination Studies/Calculations 
• Electrical Distribution System Short Circuit and Equipment Rating Studies 

Facility walkdowns are not considered a fundamental part of this task.  Rather, facility 
walkdowns should be considered on a case-by-case basis as a way of obtaining 
necessary information about cable and/or raceway locations. 
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The specific products generated by this task are: 

• Fire QRVA Cable List (input into the fire QRVA database) 
• Fire QRVA Power Supply List (input into the fire QRVA database) 
• Associated Circuits Review 
• Component Analysis Work Packages (optional) 

Developing the fire QRVA cable list is an essential prerequisite for conducting both 
qualitative and quantitative screening.  The cable list, as input into the fire QRVA 
database, provides the functional and spatial relationships that allow potential equipment 
failures to be identified on a compartment- and fire-scenario level. 

Using the fire QRVA database (which has been populated with the fire QRVA equipment 
list and fire QRVA cable list), target equipment location reports can be produced for use 
in compartment-level and scenario-level quantitative screening activities (Task 7).  
Additionally, Task 3 identifies any essential electrical power supplies not previously 
identified in Task 2.  It is highly recommended that component analysis work packages 
be generated as part of this task.  The electrical analysis work packages are useful later 
during detailed circuit failure analysis (Task 9) and circuit failure mode likelihood analysis 
(Task 10). 

A.6.7.  Internal Fire-Induced Initiating Event Analysis 

Initiating event analysis for fire scenarios follows the general methodology outlined in 
Sections A.1 through A.4.  For details on specific fire frequency determination, please 
refer to Section A.6.12.1. 

 A.6.8.  Internal Fire Scenario Development 

This section describes the procedure for developing the fire QRVA model to calculate 
LOFICF, CLOFICP, acute fuel release frequency (AFRF), and CAFRP for fire events.  
The procedure addresses the process of implementing temporary or permanent changes 
to the internal events QRVA to quantify fire-induced LOFICF, CLOFICP, AFRF, and 
CAFRP, and for developing special models to address FEPs.  The procedure also 
addresses the transition from temporary changes to permanent changes to the internal 
events QRVA model during the development of the fire QRVA model. 

This procedure addresses the following major steps for developing the fire QRVA model 
for calculating LOFICF/CLOFICP and AFRF/CAFRP for fire events. 

• Step 1 – Develop the Fire QRVA LOFICF/CLOFICP Model 
• Step 2 – Develop the Fire QRVA AFRF/CAFRP Model 

The primary objective of this task is to provide an approach that allows the user to 
configure or modify the internal events QRVA model to quantify fire-induced LOFICF, 
AFRF, CLOFICP, and CAFRP.  There are at least two different QRVA modeling 
approaches that have evolved in the QRVA field.  These two models, in the evolution of 
QRVA methodology development efforts have come to be known as the “Fault Tree 
Linking Approach” and “Event Trees with Boundaries Approach”.  There is a number of 
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different QRVA software products available in the industry market designed around 
these two approaches.  The approach described in this procedure is based on standard 
state-of-the-art QRVA practices, and is intended to be applicable for any QRVA 
methodology or software product. 

This procedure allows the user to quantify LOFICF and AFRF or CLOFICP and CAFRP.  
The only difference is that the quantified values of the fire scenario frequencies are used 
for LOFICF and AFRF calculations, while the fire scenario frequencies are set to 1.0 or 
TRUE‡‡‡ for CLOFICP and CAFRP calculations. 

Most internal events QRVA models are based on the premise that the operators will 
enter the EOPs.  Consequently, the facility response and the operator responses 
modeled in the QRVA are based on the EOPs.  For some facilities, a fire may drive the 
operators to FEPs that significantly deviate from the EOPs.  In some cases, unprotected 
trains of mitigation systems (i.e., trains not credited in the fire stable safe operation 
analysis) may be placed out of service to preclude the adverse effects of fire-induced 
spurious actuations.  For these cases, the internal events QRVA model may not be 
appropriate and special models may have to be developed.  For other facilities, the 
FEPs may not significantly deviate from the EOPs, or the EOPs take precedence over 
the FEPs.  For these cases, the internal events QRVA may be acceptable.  The QRVA 
and HRA analysts should review the EOPs and the FEPs and determine whether a 
special model for the FEPs is needed. 

At many facilities, a combination of approaches is used.  For fires that do not necessitate 
control room evacuation, the EOPs are often used (and thus the internal events QRVA is 
useable).  Even in this case, some fire-specific actions may be taken as the result of the 
simultaneous use of other fire-specific procedures.  For fires that result in control room 
evacuation, the operators are directed to exit the EOPs and enter the FEPs.  Therefore, 
a dedicated model is often needed.  In all cases, unique manual actions may need to be 
addressed and particularly for control room evacuation cases as well as ex-control room 
local actions, other equipment including instrumentation not typically addressed in the 
internal events QRVA may also need to be added to the fire QRVA model (see Task 2 
about identifying equipment to be added to the component list and Task 12 about 
identifying new fire-related human actions). 

This procedure assumes that the user is familiar with the QRVA methodology and 
software employed at the facility.  The user should also be familiar with the procedures 
for quantifying the QRVA model.  This procedure assumes that the internal events 
QRVA has sufficient fidelity to automatically propagate component-level failures through 
the system and sequence logic models using the QRVA software. 

This task uses the internal events QRVA sequences and fire-induced initiating event 
information from Task 2, Fire QRVA Components Selection, a list of unscreened fire 
compartments from Task 4, Qualitative Screening, the QRVA equipment to be modeled 

                                                
‡‡‡ Care should be taken when configuring the model as to which basic events fail (i.e., failure 
mode or event set to TRUE or 1.0 failure probability) as a result of the fire.  The correct setting 
(TRUE or 1.0) may need to correspond to the timing of the failure mode (or event) relative to 
other possible failure modes or events, and/or whether the occurrence of the failure mode or 
event precludes the other failure modes/events. 
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from Task 2 as reflected in the Fire QRVA Database developed in Support Task B, Fire 
QRVA Database System, and a list of HRA events developed in Task 12, Post-Fire 
Human Reliability Analysis.  Note that in order for the Fire QRVA modeling process to be 
complete, the model needs to reflect the locations of the cables that will be recorded in 
the database from Support Task B (information supplied from the Task 3 cable selection 
process) so that the cable targets are associated with the appropriate compartments 
when analyzing fires in each compartment.  There will be some iteration particularly on 
the QRVA equipment and HRA events addressed in the fire QRVA model due to more 
detailed analyses in other tasks as the analysis evolves. 

The internal events QRVA model for the facility is needed to support this task.  The user 
should also have access to the software tools necessary to quantify the QRVA model.  
The EOPs and FEPs and other fire procedures, as necessary, should be accessible to 
the user. 

No walkdown is needed to support this task. 

This task provides the steps to configure the internal events QRVA model into becoming 
the fire QRVA model, and support the quantitative screening task (Task 7) that, along 
with other task products, eventually yields the final loss of fuel inventory control and 
large fuel release estimates from postulated fire events. 

 A.6.9.  Internal Fire Human Reliability Analysis 

FQRVA HRA applies the same general approach outlined for HRA in Sections A.1 
through A.4; however, the PSFs for specific HFEs need to be re-evaluated for the fire 
scenarios.  Additionally, new HFEs may be defined for fire scenarios to incorporate 
human actions to suppress or mitigate fire severity and propagation. 

This document describes the procedure for evaluating the impact of fire scenarios on the 
human actions addressed in the base QRVA study (i.e., the internal events QRVA or 
original fire individual plant examination of external events [IPEEE] analysis) used to 
create the fire QRVA model, as well as how to identify and quantify new actions to be 
performed as part of the facility fire mitigation plans and procedures.  Evaluating the 
reliability for these human actions supports the fire QRVA Model for calculating such 
metrics as LOFICF, CLOFICP, AFRF, and CAFRP for fire-induced initiating events.  The 
initial quantification of these metrics makes use of screening probabilities for HFEs 
where appropriate.  As necessary, more detailed best estimate analyses of some human 
actions will be needed to obtain more realistic assessments of fire risk. 

Task 12 addresses a process for performing both screening and detailed analysis of 
post-fire human actions identified in accident sequences initiated by a fire.  The main 
focus is to foster the process for assessing the impact of location-specific fires on the 
human actions taken in response to a fire-induced initiating event, thus preventing loss 
of fuel inventory control and mitigating releases.  This task procedure covers three 
essential elements of most HRA studies. 
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• Identification of the HFEs to be included in the fire QRVA. 

• The assignment of screening human error probabilities for the identified HFEs to 
assist in focusing the modeling and fire risk analysis to those scenarios and human 
actions most important to the overall risk results. 

• Considerations for the detailed best-estimate quantification of the more important 
HFEs to properly consider the fire effects on human performance. 

In covering the above scope, it is important to stress that this procedure focuses on 
those unique fire considerations that need to be included in performing a HRA for the fire 
QRVA using whatever method (e.g., Accident Sequence Evaluation Program [Reference 
A-53], etc.) is chosen by the analyst.  It is therefore equally important to stress what this 
procedure does not do.  This procedure is not a handbook or a similar standalone 
manual for doing a fire HRA, in that it does not attempt to duplicate all the typical 
activities in carrying out a HRA like that specified by the American Society of Mechanical 
Engineers Standard ASME RA-S-2002 (Reference A-54).  Nor does this procedure 
attempt to provide a new or particularly prescriptive method for assessing the HEPs in a 
fire QRVA, since introducing such a method would be a research project far beyond the 
intended boundaries and resources for producing these fire procedures.  Use of this 
procedure and the unique fire-related considerations that it covers is expected to be 
used in concert with already-available HRA techniques and calculation tools by an 
experienced HRA analyst(s) to perform a defensible and realistic HRA for a fire QRVA. 

Notably, the scope of this procedure does not include pre-initiator human failure events 
specifically related to fire systems, barriers, or programs.  Undetected pre-initiator 
human failures such as improperly restoring fire suppression equipment after test, 
compromising a fire barrier, or incorrectly storing a transient combustible can all affect 
the fire risk.  Tasks 6, 8, and 11 make use of industry-wide data that within it contains 
contributions from such human failures.  Hence to that extent, these pre-initiator failures 
are treated within the fire QRVA.  Nevertheless, no specific steps are provided here for 
performing a facility-specific review of the potential for such human failures and thus 
influencing the use of the industry-wide data.  This does not preclude the expectation 
that pre-initiator human failure events from the internal events QRVA (i.e., not 
specifically related to fires) should remain in the fire QRVA Model covering their 
contribution to component unavailability for stable safe operation systems within the 
QRVA model structure. 

This task’s primary purpose is to provide a process on how to include and quantify 
events representing human failures in the development and quantification of the fire 
QRVA model. 

In this task, the internal events HFEs are addressed to incorporate fire location 
scenario-induced changes in assumptions, modeling structure, and PSFs.  In addition, 
modifications to the models are made to address special actions to maintain acceptable 
facility configurations and stable safe operation given a fire in specific locations and the 
need to use procedures that are not modeled in the internal events QRVA. 
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The procedure for implementing this task is based on three major steps typical of most 
HRAs: 

1. Identifying the human actions and resulting HFEs to include in the fire QRVA, which 
necessitates the potential modification of existing internal events QRVA HFEs, as 
well as adding new HFEs related specifically to fire scenarios. 

2. Assigning screening HEPs as an aid in simplifying the fire QRVA model and focusing 
analysis resources on those fire scenarios and associated equipment failures and 
operator actions most significant to the overall fire risk. 

3. Providing detailed best estimate quantification of the more significant HEPs to overall 
fire risk. 

In addition, documenting the HRA is briefly addressed. 

The work performed under this procedure inherently assumes the following. 

1. In general, a fire anywhere in the facility introduces new accident contextual factors 
and potential dependencies among the human actions beyond those typically treated 
in the internal events QRVA that increase (mildly or significantly) the potential for 
unsafe actions during an accident sequence.  These will be addressed in the 
procedure and include, for instance, potential adverse environments (e.g., heat, 
smoke), possible accessibility and operability issues, use of fire procedures, potential 
spurious events associated with both diagnostic and mitigating equipment, and 
increased demands on staffing and their workload, among others. 

2. For all fires modeled in the fire QRVA, the crew is aware of: 

a. The fire location within a short time; i.e., within the first ~10 minutes of a 
significant indication of non-normal conditions such as fire alarms, multiple 
equipment alarms, an automatic trip, etc. 

A. The need for a facility trip (if it has not happened automatically). 

3. The need to implement a fire brigade. 

4. The potential for unusual facility behavior as a result of the fire. 

5. Even if one or more main control room (MCR) persons are used to assist in 
ex-control room activities such as aiding the fire brigade, the minimum allowable 
number of operators remains available in the MCR to manage the stable safe 
operation of the facility, and the crew makeup is similar to that assumed in the 
internal events QRVA. 
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This task provides input to and uses results from many of the other tasks in the fire 
analysis process.  Many of these interactions will be iterative in nature; each iteration 
provides insights that will improve the implementation of this and the other tasks.  In 
particular: 

• Task 2, Fire QRVA Component Selection, will identify scenario mitigating equipment 
and diagnostic indications of particular relevance to human actions modeled in the 
fire QRVA, and this task (Task 12) will identify human actions to include in the model 
that, in turn, may imply other equipment and indications that need to be added as 
part of Task 2.  Note that these equipment and indications will involve (1) that 
needed for potential success of actions that are needed per the EOPs, FEPs, or 
similar fire response instructions, and (2) that whose failure (including spurious 
events) in a fire can either induce operators to isolate or reposition critical equipment 
into a less desirable position or add to the crew’s workload and potential confusion. 

• Task 5, Fire-Induced Risk Model, will provide human actions already in the internal 
events QRVA for consideration of further treatment, per this task, in the fire QRVA.  
This task (Task 12) will, in turn, identify new actions to be added to the fire QRVA 
model (Task 5) because of the implementation of FEPs or other fire response 
instructions.§§§ 

• Task 12 will provide screening HEPs that can be used in performing the quantitative 
screening per Task 7, Quantitative Screening.  Task 7 will provide feedback to 
Task 12 (based on the accident sequences or cut sets and accompanying 
CLOFICPs and other results from running the fire QRVA model) as to those HFEs 
needing a more detailed best estimate analysis to obtain more realistic 
LOFICFs, etc. 

• Knowledge from Tasks 3 (Fire QRVA Cable Selection), 9 (Detailed Circuit Failure 
Analysis), and 10 (Circuit Failure Mode Likelihood Analysis) associated with cable 
and circuit analyses will prove useful in determining the potential for equipment 
failures, as well as spurious operations and indications that the operators may face in 
various fires.  This information will establish which screening HEPs can be used as 
well as the best-estimate quantification of the more important HEPs.  As part of the 
iterative nature of QRVA, in some cases, it will be desirable to perform some of the 
more detailed tasks (i.e., Tasks 9 and 10) as input to Task 12 so as to establish the 
best screening HEPs to carry out Task 7 most efficiently. 

                                                
§§§ This can be accomplished through interactions between the HRA analyst and the 
QRVA/systems analysts after studying special fire procedures needed for a location-scenario. 
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• Knowledge from Task 8, Scoping Fire Modeling, and Task 11, Detailed Fire 
Modeling, will prove useful in determining aspects important to deciding what 
screening HEPs can be used, as well as the best-estimate quantification of the more 
important HEPs.  For example, the potential for adverse environments and timing 
information relative to equipment damage comes from insights from these two tasks.  
As part of the iterative nature of QRVA, in some cases, it will be desirable to perform 
portions of Tasks 8 or 11 as input to Task 12 so as to establish the best screening 
HEPs to carry out Task 7 most efficiently. 

• Ultimately, the final products of Task 12, including the HFEs to be modeled, some 
screening HEPs, and best-estimate quantification of certain HEPs, are inputs into the 
final risk quantification performed under Task 14, Fire Risk Quantification. 

The following will be useful in performing this task. 

• Facility procedures (EOPs, alarm response procedures, fire procedures, etc.). 

• Facility training documents and related information (particularly fire-related). 

• Fire QRVA database. 

• Internal events QRVA model and adjustments thereto per other tasks. 

• Facility P&IDs and electrical diagrams as may be necessary to identify the system 
impacts of human action successes and failures. 

• Other facility drawings and documents, as necessary to resolve location, 
accessibility, and other issues. 

• ASME Standard for Probabilistic Risk Assessment (PRA) for Nuclear Power Plant 
Applications (ASME RA-S-2002) (Reference A-54). 

Existing documentation will be adequate to perform most of this procedure.  However, 
there may be times when a walkdown is needed to determine or verify certain 
information relevant to the modeled human actions, such as when addressing the 
performance-shaping factors like the environmental conditions, the conditions of the 
man-machine interface and equipment layout, etc.  In such cases, this need for a 
walkdown should be planned to coincide with other task walkdowns for efficiency 
reasons.  See Support Task A, Facility Walkdowns. 
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Information from Task 12 is used in the following ways: 

• As noted above, Task 12 provides information needed in Tasks 2, 5, and 7, as well 
as final inputs for Task 14. 

• Uncertainty information to be propagated or otherwise addressed as part of Task 15, 
Uncertainty and Sensitivity Analysis, comes from Task 12. 

• Elements of the documentation task (Task 16 – Fire QRVA Documentation) will 
include the assumptions, judgments, analyses, and results from Task 12. 

A.6.10.  Internal Fire Accident Sequence Analysis 

FQRVA accident sequence analysis applies the same general approach as outlined in 
Sections A.1 through A.4; however, scenario impact and propagation are now 
dependent upon specific aspects of the fire modeling and other detailed FQRVA tasks 
outlined in the remainder of Section A.6. 

 A.6.11.  FQRVA Qualitative Screening 

This procedure describes the criteria for qualitatively screening the fire compartments 
defined in Task 1. 

This work package addresses the following issues in qualitative screening: 

• Definition of screening criteria and basis, including definition of facility initiator and 
controlled manual operation. 

• Reference to fire QRVA component list used in qualitative screening and criteria for 
equipment selection. 

In most fire IPEEE analyses, the primary containment was qualitatively screened.  In this 
methodology description, the examination of potential risk associated with fires in 
primary containment will follow steps similar to other locations of the facility. 

From Task 1, Facility Partitioning, a set of fire compartments is identified for the fire 
QRVA.  These compartments are subjected to a series of screening analyses that will 
determine the relative fire risk associated to each.  Qualitative screening is the first of 
such screening analyses.  It is not intended to assign risk values to particular fire 
compartments.  It is intended, however, to identify those fire compartments where, 
according to pre-determined criteria, the fire risk is expected to be relatively low or 
nonexistent compared to others. 

This task assumes that the risk (i.e., LOFICF and/or AFRF) associated with the fire 
scenarios where a controlled manual facility operation may be attempted as a 
precautionary measure and no other fire QRVA components are affected is low. 
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This task needs input from the following tasks: 

• Task 1:  The list of fire compartments in the facility resulting from the partitioning 
analysis. 

• Tasks 2 and 3:  Equipment and cables selected for the fire QRVA. 

No additional facility information is needed in support of this task. 

A formal walkdown is not necessary to complete this task.  A walkdown, however, may 
be appropriate if the analyst needs to confirm information described in facility documents 
and drawings. 

The results of this task, unscreened fire compartments, are used in: 

• Task 6:  Fire Ignition Frequency, where fire frequencies are estimated for each of the 
unscreened fire compartments. 

• Task 7:  Quantitative Screening.  The unscreened fire compartments are subjected 
to quantitative screening. 

The steps performed under this task should be documented in a work package.  The 
work package should contain the following: 

• A List of All Fire Compartments Qualitatively Screened and the Basis for Their 
Screening 

• A List of All the Fire Compartments that Were Not Screened and Need Further 
Analysis 

A.6.12.  Internal Fire Data Analysis 

Data analysis for the FQRVA is conducted using the same general approach as that 
outlined in Sections A.1 through A.4; however, there are some specific aspects of fire 
frequency development that are unique to the FQRVA, as described in the following 
subsection. 

A.6.12.1 Fire-Ignition Frequencies Development 

This section describes the procedure for estimating the fire-ignition frequencies 
associated with fire ignition sources.  Generic ignition frequencies that can be 
specialized to facility conditions in terms of facility characteristics and facility fire event 
experience are provided.  Uncertainties in the generic frequencies are also provided in 
terms of 5th, 50th, and 95th percentiles. 
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This work package addresses the following fire-ignition frequency related issues: 

• Facility specific Fire Event Data Review and Generic Fire Frequency Update Using 
Bayesian Approach 

• Equipment (ignition source) Count by Compartment 

• Apportioning of Ignition Frequencies According to Compartment-Specific 
Configurations 

• Uncertainty Considerations in the Fire Frequencies 

This task estimates fire-ignition frequencies and their respective uncertainties for 
different compartments (e.g., main control room) and ignition sources; e.g., Fuel Pump A 
and three vertical segments of a motor control center.  A generic set of fire-ignition 
frequencies for various generic equipment types (ignition sources) typically found in 
certain facility locations was developed as a starting point.  It should be noted that when 
analyzing historical event data it could not be determined whether or not electrical 
equipment (e.g., cables and electrical cabinets) employ thermoset or thermoplastic 
insulation and/or jackets.  Therefore, all the events for any given ignition source type 
were combined and the resulting frequencies should be used for both types of cable 
insulation and jacket material. 

The combination of locations and equipment types (ignition source) are referred to here 
as ignition frequency bins.  Table A-14 provides the list of these bins and their respective 
generic mean frequencies (i.e., the mean value of the uncertainty distribution) in terms of 
number of events per facility year.  A description and limitations of the equipment type of 
each bin is further discussed in Section 6.5.6 of NUREG/CR-6850.  The operating mode 
(i.e., whether or not the facility is in power operation) used for collecting the fire event 
data for each bin is also noted in that table.  Appendix C provides a discussion of the 
basis of the frequencies and their derivation method.  The two-stage Bayesian update 
method (Reference A-55) was used to account for facility-to-facility variability among the 
facility.  The 5th, 50th, and 95th percentiles of the uncertainty distribution are also provided 
in Appendix I.  The underlying fire event data was taken from EPRI’s Fire Events 
Database (FEDB).  Single stage Bayesian update method can be used to modify the 
generic frequencies to reflect the influence of facility-specific fire event experience. 

Different fire types can be postulated for some of the ignition sources.  For example, the 
bin “facility-wide components/pumps” can refer to both electric and oil fires.  In those 
cases, Table A-14 provides a split fraction for each fire type.  The split fraction was 
determined according to fire events in the FEDA.  Continuing with the 
facility-wide-components/pumps example, the pump fire events in the database were 
reviewed and classified as oil or electrical fires.  This classification serves as the basis 
for the split fraction. 
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Table A-13.  Fire Frequency Bins and Generic Frequencies 
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The frequencies provided in Table A-14 apply to all relevant equipment items within a 
unit.  For example, in the case of “batteries”, the mean frequency, 7.5E-04 per facility 
year, applies to all battery sets of a unit that provides backup power to the DC buses.  If 
there are two battery sets associated with one unit, the fire frequency per battery set 
would be 3.75E-04 per facility year.  If there are four battery sets in another one-unit 
facility, the mean frequency at that facility would be 1.87E-04 per facility year for each 
battery set.  This is an important feature of the fire frequency model employed in this fire 
risk methodology and reflects differences in facility design and construction.  As the 
example illustrates, the per-item fire ignition frequency may vary from facility to facility 
due to the variations in the total population of a given equipment type present in the 
facility.  Such variations are an inherent feature of the methodology presented in this 
report.  The intent of the methodology is to preserve the facility-wide fire frequency for 
each ignition source type.  The facility-wide frequency of, for example battery fires, is 
assumed to be the same for all units.  However, due to variations in the number of 
battery sets, the fire frequency per battery set at one unit may differ from that of another 
unit. 

In Task 7A, the quantification process needs the fire frequency associated with a 
compartment.  Compartment level frequency is calculated from the sum of all 
frequencies λIS,J associated with the ignition sources present in the compartment.  The 
ignition source frequencies λIS,J are estimated from the following equation: 

λIS,J = λIS WL WIS,J,L 

where: 

λIS = Facility-level fire frequency associated with Ignition Source IS. 

WL = Location weighting factor associated with the ignition source. 

WIS,J,L = Ignition source weighting factor reflecting the quantity of the ignition source 
type present in Compartment J of Location L. 

Note that where multiple locations (e.g., control building and auxiliary building) are 
mentioned for the location designator, the bin frequency presented in Table A-14 applies 
to all the fire compartments of those locations collectively. 

Facility-level fire frequencies (i.e., λIS) are either taken directly from Table A-14 or after a 
Bayesian update using facility-specific fire experience.  Location weighting factor, WL, 
adjusts the frequencies for those situations where a common location (e.g., turbine 
building) or set of equipment types are shared between multiple units.  For example, if 
one turbine building serves two units, then 2.0 will be used for location weighting factor. 

Ignition source weighting factor, in general terms, is the fraction of an ignition source 
type found in a specific compartment.  As presented earlier, if there are two battery sets 
associated with a unit and one of them is in Compartment J, 0.5 should be used for the 
ignition source weighting factor associated with the batteries found in Compartment J.  
Therefore, to establish the ignition source weighting factors, it is necessary to obtain a 
count for each compartment of every relevant item; i.e., ignition sources.  Also, the 
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combination of the two factors (i.e., WLWIS,J) accounts for the fraction of ignition source 
types in a multiunit site found in a specific compartment of the unit being studied. 

Compartment level fire frequency would then be calculated from: 

λJ,L = Σ λIS WL WIS,J,L 

(Summed over all Ignition Sources IS in Compartment J of Location L) 

In Task 11, the quantification process needs the ignition frequency associated with a fire 
scenario.  Typically, a fire scenario in Task 11 is defined in terms of a fire starting from a 
specific ignition source and propagating to other combustibles and targets.  To establish 
the ignition frequency associated with a specific ignition source, the equation on 
page 6-2 from Reference A-56 can be used. 

The estimation of weighting factors for transient fires is treated differently when 
compared to the method previously used by EPRI in the Fire PRA Implementation Guide 
(Reference A-56).  In this procedure, maintenance, storage, and occupancy 
characteristics are considered in estimating the factors. 

The analysis model described in this task is based on the following assumptions. 

• Fire ignition frequencies remain constant over time. 

• Among the facilities, total ignition frequency is the same for the same equipment 
type, regardless of differences in the quantity and characteristics of the equipment 
type that may exist among the facilities. 

• Within each facility, the likelihood of fire ignition is the same across an equipment 
type.  For example, pumps are assumed to have the same fire ignition frequency 
regardless of size, usage level, working environment, etc. 

This task needs the list of unscreened fire compartments generated in Task 4, 
Qualitative Screening. 

Fire event records available at the facility may be used to update ignition frequencies 
using facility-specific data.  The events may or may not have been included in EPRI’s 
Fire Events Database (Reference A-57).  These fire event records may be categorized 
based on location, ignition source, and facility operating mode; i.e., power or low power. 

At least one walkdown of the entire facility or unit is recommended to identify ignition 
sources in each fire compartment identified in Task 1, map components to the frequency 
bins of Table A-14, facilitate the equipment count and identify their locations.  The 
analyst may elect to walkdown only those fire compartments that survive the first 
qualitative screening (Task 4).  This approach may lead to a conservative count of the 
equipment in the per-component fire frequency context (i.e., an undercount) because 
components located in the screened out fire compartments would not be included in the 
equipment counts. 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

 A-179 
 

The fire ignition frequencies calculated in this task are used in Tasks 7A, 8, 7B, 11, 14, 
and 15.  Also, ignition source listing by compartment is used in Task 8 for screening the 
ignition sources and in Task 11 for defining fire frequencies. 

 A.6.12.2 Equipment Fire Fragility Evaluation 

Prior to determining specific fire scenario impacts, it is necessary to determine 
susceptibility or “fragility” of facility structures, systems, and components to fire, including 
associated smoke, gases, and soot.  An evaluation of which facility SSCs are 
susceptible to fire damage is conducted by SSC element; e.g., by component type.  
While it is true that, in the limit of time, effectively all SSCs are susceptible to failure from 
fire exposure, this task is designed to determine reasonable susceptibility to failure from 
fire within a time considered to be realistic before we have high confidence that the fires 
would be extinguished or burn out on their own.  For example, it may be reasonable that 
most fires would be extinguished by competent fire suppression staff resources applied 
to RHFSF fires, via Navy or public fire department resources, within a certain timeframe 
(e.g., 24 hours from ignition). 

A.6.12.3 Fire Scenario Propagation Conditional Probability Development 

Fire scenarios can be confined to single fire zones, or they can potentially propagate to 
other adjoining fire zones.  In this task, fire propagation characteristics of the fire zone 
where the initiating event occurs are evaluated to determine the conditional probability of 
fire propagation to other zones prior to fire suppression.  These conditional probability 
values are then applied in the fire event sequence analysis to determine event sequence 
impact for analyzed fire scenarios. 

A.6.12.4 Fire Scenario Human Error Probability Evaluation 

The general approach described in Sections A.1 through A.4 and in Section A.6.9 is 
applied in determining specific HFE HEP values to be applied in the FQRVA. 

 A.6.12.4.1 Fire Scenario HEP Development 

Fire scenario HFE HEP development is performed following the approach outlined in 
Sections A.1 through A.4, as supplemented by guidance in NUREG-1921. 

 A.6.12.4.2 Post-Fire Recovery Action HEP Development 

Post-fire recovery action HFE HEP development is performed following the approach 
outlined in Sections A.1 through A.4, as supplemented by guidance in NUREG-1921. 

 A.6.13.  Internal Fire Risk Quantification 

This section describes the procedure for performing fire risk quantification.  This 
procedure provides the user a general method for quantifying the final fire QRVA model 
to generate the final fire risk results. 
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 A.6.13.1 Quantitative Screening Phase 1 

This section describes the procedure for performing the following quantitative screening 
tasks: 

• Task 7A–Quantitative Screening I 
• Task 7B–Quantitative Screening II 
• Task 7C–Quantitative Screening III (optional) 
• Task 7D–Quantitative Screening IV (optional) 

This procedure provides the user an approach to quantify the fire QRVA model using the 
procedure provided in Task 5, and to screen out fire compartments based on 
quantitative criteria.  This procedure develops the bases for the quantitative screening 
criteria and provides specific methods for implementing the screening process. 

This procedure addresses the following steps for each of the major quantitative 
screening tasks. 

• Step 1 – Quantify LOFICF Model 
• Step 2 – Quantify AFRF Model 
• Step 3 – Quantitative Screening 

In Tasks 7A and 7B, the fire QRVA model is quantified at the fire compartment level.  In 
Tasks 7C and 7D, the fire QRVA model is quantified at the fire scenario level.  Although 
not recommended, the quantitative screening can be implemented for screening fire 
scenarios.  Therefore, Tasks 7C and 7D are considered optional tasks in this procedure.  
The basis for the quantitative screening criteria is developed and an approach for 
implementing the screening process is provided.  To address future use of the fire QRVA 
model for risk-informed applications, quantitative screening criteria also consider the 
impact of equipment unavailability. 

The primary objective of this task is to provide the user an approach to quantify the fire 
QRVA model developed in Task 5, and to screen out fire compartments based on 
quantitative screening criteria.  It is emphasized that the screening criteria are meant to 
be applied as part of the fire QRVA model building and quantifying process.  The 
screening criteria are not the same, nor should they be confused with, the acceptance 
criteria for applications of the fire QRVA model.  For example, the screening criteria 
herein are not directly correlated to the criteria used in Regulatory Guide 1.174 
(Reference A-58) for the acceptability of making permanent changes to a facility.  The 
screening criteria are intended to complement the Regulatory Guide (RG) 1.174 criteria 
and to allow for the use of fire QRVA results in risk-informed applications. 

There are at least two different QRVA modeling approaches that have evolved in the 
QRVA field.  These two models, in the evolution of QRVA methodology development 
efforts have come to be known as the “Fault Tree Linking Approach” and “Event Trees 
with Boundaries Approach”.  There is a number of different QRVA software products 
available in the market designed around these two approaches.  The approach 
described in this procedure is based on standard state-of-the-art QRVA practices, and is 
intended to be applicable for any QRVA methodology or software product. 
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This procedure allows the user to quantify LOFICF and AFRF or CLOFICP and CAFRP.  
The only difference is that the quantified values of the fire scenario frequencies are used 
for LOFICF and AFRF calculations, while the fire scenario frequencies are set to 1.0 or 
TRUE for CLOFICP and CAFRP calculations.  The screening criteria also allow for 
future use of the fire QRVA model for risk-informed applications in that the impact of 
equipment unavailability can be addressed through an option to calculate incremental 
loss of fuel inventory control probability (ILOFICP) and incremental acute fuel release 
probability for components that might be routinely taken out-of-service.  Use of this 
option ensures that sufficient elements of the model are treated in adequate detail to 
capture the risk effects of these unavailabilities for applications such as an online facility 
configuration assessment. 

Quantitative screening is primarily focused on a fire compartment level (i.e., Tasks 7A 
and 7B).  Quantitative screening on a fire scenario level (i.e., Tasks 7C and 7D) is 
presented as optional tasks in this procedure.  Quantitative screening does not imply 
that the logic models for the screened out compartments are removed from the fire 
QRVA model.  The intent of the quantitative screening process is to limit the scope of 
detailed fire modeling and/or detailed circuit analysis by focusing on the significant fire 
compartments.  All screened out compartments remain in the fire QRVA model, albeit at 
reduced levels of analysis detail. 

The quantitative screening criteria were developed with the intent of ensuring that the 
cumulative risk contributions (i.e., LOFICF and AFRF) from the screened out fire 
compartments are small.  Another goal of the quantitative screening criteria is to ensure 
that the cumulative incremental risk (i.e., ILOFICP and incremental acute fuel release 
probability [IAFRP]) from screened out compartments, when combined with equipment 
unavailability, is less than industry limits.  For this reason, the procedure addresses 
quantitative risk screening criteria for LOFICF, AFRF, ILOFICP (optional), and IAFRP 
(optional).  The criteria for ILOFICP and IAFRP are optional measures that can be 
applied by users who choose to integrate the fire QRVA model with risk-monitoring 
models.  This approach is different from earlier fire compartment screening criteria, 
where the goal was to identify LOFICF risk vulnerabilities using a generic fixed 
compartment LOFICF screening criteria.  This procedure addresses both single 
compartment risk screening criteria and cumulative compartment risk screening criteria; 
i.e., the sum of the risk contributions of all screened out compartments.  The 
LOFICF/AFRF cumulative compartment risk criteria are based on limiting the cumulative 
risk of screened out compartments to less than 10 percent of the total internal events 
risk; i.e., from the internal events QRVA.  The single compartment risk criteria 
(1.0E-07/year for LOFICF and 1.0E-08/year for AFRF) are set at values that are high 
enough to allow some screening, but sufficiently low that all risk-significant 
compartments should be retained and adequately analyzed in detail as part of the final 
quantification process.  The single compartment risk criteria are adjusted downward, if 
necessary, to ensure that the cumulative compartment incremental risk criteria are met. 

The ILOFICP/IAFRP cumulative compartment incremental risk criteria are based on 
limiting the cumulative incremental probability of screened out compartments to less 
than 1.0E-06 for ILOFICP and to less than 1.0E-07 for IAFRP.  The single compartment 
incremental risk criteria start with an initial criterion based on limiting the single 
compartment incremental probability to less than 1.0E-07 for ILOFICP and to less than 
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1.0E-08 for IAFRP.  The single compartment risk criteria are adjusted downward, if 
necessary, to ensure that the cumulative compartment incremental risk criteria are met. 

The quantitative screening criteria described in this procedure are intended to be 
minimum standards for focusing the detailed analyses on significant compartments while 
ensuring that the risk contribution of screened out compartments is minimal (thereby 
justifying their screening).  While this quantitative screening procedure should be 
acceptable for most applications of the fire QRVA model, users of this procedure may 
decide to impose more restrictive criteria to support other unique applications, such as 
online risk monitoring.  For example, the user may decide to bypass the ILOFICP/IAFRP 
screening process by reducing the LOFICF/AFRF screening process.  However, the 
user should confirm that the LOFICF/AFRF screening criteria are sufficiently low to 
ensure that the cumulative incremental risk of screened out compartments is less than 
industry limits.  The bases for the quantitative screening criteria are provided in 
Appendix D of NUREG/CR-6850. 

This procedure assumes that the user is familiar with the QRVA methodology and 
software employed at the facility.  The user should also be familiar with the procedures 
for quantifying the QRVA model. 

Task 7A (Quantitative Screening I) uses input from Task 6, Fire Ignition Frequencies, 
Task 5, Fire-Induced Risk Model, and Task 12, Post-Fire HRA – the Screening Portion.  
Task 7B (Quantitative Screening II) uses input from Task 8, Scoping Fire Modeling 
including any effects to the inputs used in Task 7A.  Optional Tasks 7C and 7D use input 
from Task 9, Detailed Circuit Failure Analysis, Task 10, Circuit Failure Mode Likelihood 
Analysis and Task 11, Detailed Fire Modeling, including any effects to the inputs used in 
prior screening steps. 

The internal events QRVA model for the facility is needed to support this task.  The user 
should also have access to the software tools needed to quantify the QRVA model. 

No walkdown is needed to support this task. 

Unscreened fire compartments from Task 7A are input to Task 8, Scoping Fire Modeling.  
Unscreened fire compartments from Task 7B are used in performing Task 11, Detailed 
Fire Modeling, and Task 12, Post-Fire HRA, the detailed analysis portion.  Additionally, 
the insights from Task 7B, and in particular any limitations on the allowance of manual 
action credit within the analyses conducted in Task 9, are communicated to those 
analysts performing Task 9, Detailed Circuit Failure Analysis.  Optional Tasks 7C and 7D 
are performed in parallel with detailed fire scenario analysis, and unscreened fire 
scenarios are input to Task 14, Fire Risk Quantification. 

 A.6.13.2 Scoping Fire Modeling 

Scoping fire modeling is the first task in the fire QRVA framework where fire modeling 
tools are used to identify ignition sources that may impact the fire risk of the facility.  
Screening some of the ignition sources in the room, along with the application of severity 
factors to the unscreened ones, may reduce the compartment fire frequency previously 
calculated in Task 6. 
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This task has two main objectives: 

• To screen out those fixed ignition sources that do not pose a threat to the targets 
within a specific fire compartment. 

• To assign severity factors to unscreened fixed ignition sources. 

It must be noted that only those ignition sources should be considered in this task that 
were included in establishing the fire ignition frequency in Task 6.  All other potential 
ignition sources that were screened out in Task 6 should neither be addressed in this 
task.  With this task, the level of effort for detailed fire propagation analysis may be 
reduced.  Furthermore, applying severity factors may reduce the compartment frequency 
calculated in Task 6, resulting in some compartments being screened before detail fire 
modeling studies are conducted. 

This procedure contains instructions for identifying and screening fixed ignition sources.  
The procedure also provides some general notes on how to assign severity factor values 
for ignition sources included in the generic fire frequency model. 

The procedure recommends two work forms:  (1) the walkdown screening form, and 
(2) the zone of influence (ZOI) form.  The walkdown screening form should be filled 
during the walkdown. 

It compiles information about the ignition sources relative to nearby equipment.  The 
ZOI form specifies a zone of influence for ignition sources in a specific compartment. 

The focus of this task is twofold. 

1. Refine the information about fixed ignition sources.  The direct fire effects on fire 
QRVA components or circuits are not addressed.  The basic assumption about loss 
of all fire QRVA components (including cables) present in the fire compartment is still 
maintained in this task.  That is, no equipment in the fire QRVA component list is 
screened.  Therefore, the location and specific characteristics of the cables carrying 
fire QRVA component-related circuits are not needed for performing this task. 

2. Application of severity factors to each ignition source.  After applying the severity 
factor, the compartment fire frequencies calculated in Task 6 are reevaluated. 
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This task is the first attempt at identifying fire scenarios in terms of ignition sources and 
propagation patterns.  In the first quantitative screening task, the LOFICF for each 
compartment is calculated assuming that all the targets within the compartment would 
fail due to fire-generated conditions.  In this task, the possibility of the fixed ignition 
sources causing the postulated damage is examined.  Those that cannot cause target 
damage are screened out from further analysis.  For the purpose of this task, a target 
can be considered: 

1. The closest equipment (including cabinets and cables trays) to the fixed ignition 
source if no specific knowledge about target location in the compartment is currently 
available. 

2. Known fire QRVA components (targets of interest to the analysis) in the 
compartment, if the specific target locations are known. 

A set of conservative fire modeling calculations are performed for predicting fire 
conditions near a target in order to assess if target damage or ignition can occur.  The 
analyst can then be confident that an ignition source can be screened out if no relevant 
targets receive thermal damage.  Ignition sources that are part of the fire QRVA 
components cannot be screened.  For the ignition sources that do not screen out, the 
severity level of the fire needed to cause damage is established and the corresponding 
severity factor is estimated.  The severity factor is used to adjust the fire frequencies for 
a second round of quantitative screening.  Technical details on the determination of 
severity factors are provided in Appendix E of NUREG/CR-6850. 

In general terms, the direct impact of a fire on a target can be described with the 
following five mechanisms: 

1. Engulfed in Flames 
2. Within Fire plume 
3. Within the Ceiling Jet 
4. Within the Smoke layer 
5. Within the Flame Irradiation Zone 

Flame temperatures in typical enclosure fires are expected to be between 800°C 
and 1200°C.  These temperatures are above piloted ignition temperatures for many 
combustibles, including cables.  The time for ignition of solid combustibles in contact 
with flames will depend on its thermophysical properties and the heat flux generated at 
the flames.  Any additional passive fire protection feature, such as barriers, shields, or 
retardant substances, can also affect the damage or ignition time. 

A fire plume is a buoyant stream of hot gases rising above a localized area undergoing 
combustion into surrounding space of essentially uncontaminated air.  Therefore, 
depending on the fire intensity and elevation of the equipment above it, targets located 
within this region are subjected to a distinct and relatively high level of thermal hazard. 

The ceiling jet refers to the relatively rapid gas flows in a shallow layer beneath the 
ceiling surface that is driven by buoyancy of hot combustion products.  Ceiling jets form 
when a fire plume impinges under a ceiling and hot gasses spread away.  Temperatures 
in the ceiling jet are expected to be lower than in the fire plume.  Still, as in the case of 
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the plume, targets located within the ceiling jet are subjected to a distinct thermal 
hazard.  Notice, however, that ceiling jet applications in facilities are limited due to the 
generally large number of cables, conduits, pipes, and structural members interfering 
with ceiling jet flows. 

A smoke layer usually forms below the ceiling jet.  Depending on the fire intensity, the 
smoke layer temperature may reach damage or ignition temperatures of many materials.  
The fire plume transports the heat and smoke generated in the combustion process into 
the smoke layer, which is affected by the air injected into or extracted from the 
compartment.  The smoke layer temperature is usually lower than the ceiling jet 
temperature due to air entrainment. 

Finally, diffusion flames usually irradiate heat to the surroundings.  This irradiation is 
mainly emanated from the soot particles inside the flame.  The intensity of this impinging 
heat flux decreases with distance.  Therefore, there is a critical region near a flame 
where a target would be adversely affected by incident heat flux. 

Table A-15 recommends ZOIs and severity factors calculation methods for the ignition 
source bins in the frequency model.  Note that the severity factor for all the frequency 
bins are not calculated based on fire modeling. 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE OR UNAUTHORIZED DISCLOSURE MAY RESULT IN 
BOTH CIVIL AND CRIMINAL PENALTIES

Appendix A.  QRVA Proposed Methodology 

 A-186 

Table  A-15.  Zone of Influence and Severity Factor Recommendations 
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Table  A-15.  Zone of Influence and Severity Factor Recommendations (Continued) 
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Table  A-15.  Zone of Influence and Severity Factor Recommendations (Continued) 
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The type of exposure will depend on the location of the target with respect to the fire.  
Clearly, during the course of a fire event, a target may be exposed to more than one of 
the conditions listed above.  However, for the purpose of this task, a target is assumed 
to be subjected to only one type of exposure with constant flammability and 
thermophysical characteristics.  The fire ZOI is defined using fire models to determine 
the regions where fire conditions will cause target damage.  Technical details on the 
determination of the ZOI are provided in Appendix F of NUREG/CR-6850. 

Note that transient combustibles are not screened in this task.  This is because the 
characterization of transient fire sources; i.e., fire size, type, duration, and location, 
necessitate facility-specific considerations that demand level of effort beyond that 
anticipated for this task.  Analysis of the impact of transient combustibles is discussed in 
Task 11, Detailed Fire Modeling, in order to avoid postulating them in rooms that may be 
screened in earlier tasks. 

An important part of this task is a facility walkdown to ensure that the specific conditions 
of each fire compartment are obtained and included in the analysis.  During the 
walkdown, the analysts may attempt to screen out some of the ignition sources based on 
clear indications that no targets could be damaged.  If such qualitative screening is 
attempted, the analysts may need to adhere to the following: 

• The fixed ignition source screening conducted in this task relies exclusively on 
thermal damage.  Therefore, fixed ignition sources considered capable of high 
energy (explosive) events should not be screened in this task.  Examples of such 
fixed ignition sources are: 

- High voltage transformers (480V or higher). 

- Switchgears (480V or higher) and diesel generator cabinets supplied with 
AC power by the running diesel generator (e.g., DG excitation cabinets, 
DG switchgear, and some DG control cabinets). 

- Diesel generators. 

• Because of their position on the electrical lineup, most motor control centers will 
have adequate breaker protection and may be screened out if they are not vented.  
However, analysts should consult facility drawings or knowledgeable facility 
personnel to ascertain whether exceptions exist. 

The following is a list of assumptions used to develop the procedure for this task. 

• Altered conditions of a fixed ignition source that may lead to a fire more severe than 
the most severe postulated fires are very unlikely to occur.  The altered conditions of 
a fixed ignition source may be addressed as part of the transient combustible fire 
analysis. 

• Equipment damage can only occur from exposure to fire generated temperatures 
exceeding a pre-defined threshold. 
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• No consideration is given to duration of exposure; i.e., a one-second fire exposure of 
330°C (625°F) is as capable of damage as a 30-minute fire exposure of 330°C 
(625°F).  As a screening task, this conservatism is acceptable.  In detailed fire 
modeling, Task 11, the element of time should be included in the analysis, which 
generally includes a growing heat release rate profile and time to target heating. 

• No credit is given to the possibility of suppressing a fire before damage.  That is, the 
non-suppression probability is assumed to be 1.0. 

• All targets are a part of the QRVA equipment, and loss of a target would always lead 
to an initiating event or cause a failure modeled for CLOFICP calculations, or both. 

The list of unscreened fire compartments from previous screening tasks and the fire 
QRVA components from Task 2 are needed for this task. 

The following documentation may support the walkdown recommended in this task: 

• List of Equipment in Compartments 
• Equipment Layout Drawings 
• Elevation Drawings of Rooms and Equipment 

Information that an analyst can use to establish the characteristics of a credible fire 
associated with a specific ignition source is also needed in this task.  The exact nature of 
the information will depend on the specific characteristics of the ignition source.  The 
following is a sample of such information: 

• Quantity of the Oil Maintained inside Rotating Machinery 

• Power and Voltage of a Motor 

• Power of Electrical Cabinets 

• Quantity and Nature of Combustible and Flammable Materials Maintained in an 
Enclosure. 

At least one walkdown is needed to support this task.  The purpose of the walkdown is to 
identify fixed ignition sources in each compartment that may be screened.  The analyst 
should visit facility compartments in order to: 

• Review the location of ignition sources with respect to the targets. 

• Ascertain that no potential target exists within ZOIs of the screened fixed ignition 
source(s). 

• Verify if proper assumptions were made in characterizing the compartment, the 
ignition source, and the target. 
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The output of this task can be summarized as follows: 

• Revised compartment fire frequency after screened fixed ignition sources and 
application of severity factors.  The revised compartment fire frequencies are used in 
future quantitative screening tasks. 

• List of unscreened fixed ignition sources within each fire compartment and 
associated severity factors.  This information is used in the detailed fire modeling 
(Task 11) for defining and quantifying fire scenarios. 

A.6.13.3 Quantitative Screening Phase 2 

In this task, the process described and applied in Section 2.6.13.1 is re-performed, 
based on the results of the scoping fire modeling. 

A.6.13.4 Detailed Circuit Failure Analysis 

Conducting a fire QRVA in accordance with this methodology necessitates an analysis 
of fire-induced circuit failures beyond that typically conducted during original fire QRVAs.  
The circuit analysis elements of the project are conducted in three distinct phases: 

1. Fire QRVA Cable Selection (Task 3) 
2. Detailed Circuit Failure Analysis (Task 9) 
3. Circuit Failure Mode Likelihood Analysis (Task 10) 

This chapter provides methods and instructions for conducting the second phase of 
circuit analysis–detailed circuit failure analysis (Task 9).  The purpose of Task 9 is to 
conduct a more detailed analysis of circuit operation and functionality to determine 
equipment responses to specific cable failure modes.  These relationships are then used 
to further refine the original cable selection by screening out cables that cannot prevent 
a component from completing its credited function.  The output of this task supports the 
quantitative screening process under Task 7. 

As discussed in Chapter 3 of NUREG/CR-6850, in most cases it is advantageous to 
perform some aspects of Task 9 along with the basic cable selection process of 
Chapter 3 of NUREG/CR-6850.  Analysts are encouraged to screen out early in the 
cable selection/analysis process those cables that are readily identifiable as not posing a 
risk to the credited QRVA function.  A full and complete detailed circuit failure analysis 
can be time consuming and resource intensive.  Accordingly, this level of analysis 
should be reserved for cases in which the quantitative screening demonstrates a clear 
need and advantage to fully developing a circuit’s failure modes and response to 
fire-induced cable failures.  Ultimately, each facility will need to find the most efficient 
balance point with respect to how much detailed circuit analysis is conducted coincident 
with the cable section. 

Chapter 9 of NUREG/CR-6850 provides methods and technical considerations for 
identifying the potential response of circuits and equipment to specific cable failure 
modes associated with fire-induced cable damage.  The term “circuit” and “cable” are 
often used interchangeably for fire-related circuit analyses.  A circuit is comprised of 
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electrical components, subcomponents, and cables/connection wire.  Within the context 
of fire-induced equipment failures, it is understood that “circuit failure” or “circuit 
response” refers to the impact of “cable failure modes” that may affect the behavior of 
related components and subcomponents in a complete circuit.  This task contains the 
following key elements: 

• Determine the Component Response to Postulated Conductor/Cable Failure Modes 

• Screen out Cables that Do Not Impact the Ability of a Component to Complete Its 
Credited Function 

This task does not address implementation of facility-specific quality assurance and 
configuration control requirements that might apply to a fire QRVA.  Nor is it intended 
that this procedure validate the accuracy of facility-specific data extracted from facility 
drawings, documents, or databases.  Each facility should follow appropriate quality 
assurance, administrative, and configuration control procedures applicable to the work 
being conducted.  The need to validate input source documents should be addressed as 
part of assembling the prerequisite information in Step 1. 

The cable failure modes of particular interest here include shorts-to-ground and hot 
shorts.  Open circuit failures****, as the initial cable failure mode, will typically not be 
considered in this procedure.  However, an open circuit condition resulting from the 
predicable operation of a circuit protection device (e.g., circuit breaker and fuse) in 
response to fire-induced short circuits will be considered with regard to its impact on the 
operation of the component(s) affected by the cable under consideration. 

An Equipment Failure Response Report††††  is a consolidated list of possible component 
responses resulting from fire damage to the cable.  This aspect of the circuit analysis is 
fundamentally a deterministic study and does not include failure mode probabilities (the 
probabilistic analysis of circuit failure modes is covered in Chapter 10 of 
NUREG/CR-6850).  However, the results of this task will serve as the basis for 
estimating the likelihood of specific equipment functional failures at a compartment or 
scenario level. 

Development of the equipment failure response report involves three principal steps.  
Generic instructions for completing these steps are provided in this chapter.  Figure A-21 
provides a summary of the task work flow.  Before beginning this task, it is important to 
clearly define how various cable failure modes are handled. 

                                                
**** Within the context of this procedure, “open circuit failure” refers to the loss of continuity due to 
direct physical damage to the conductor; e.g., melted wire. 
†††† The term “Equipment Failure Response Report” is used in the generic sense to depict a 
matrix-type listing of equipment failure modes correlated to the component’s circuit 
conductors/cables. 
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Figure A-21.  Detailed Circuit Failure Analysis Work Flow 

The following assumptions form the basis for this task: 

• An Appendix R analysis for the facility has been completed and documented, and is 
available for identifying equipment failure responses to specific cable failure modes.  
Additional effort will be necessary to address systems that are not part of the 
Appendix R analysis, and to address systems/trains for which the Appendix R 
analysis assumes failure without performing detailed circuit analysis. 

• Component analysis packages have been assembled as part of the activities under 
Task 3, Fire QRVA Cable Selection, and are available for use in this task. 
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• Equipment is assumed to be in its normal expected position or condition at the onset 
of the fire.  Where the status of a component is indeterminate or could change as a 
result of expected facility conditions, the analysis assumes the worst-case initial 
conditions. 

• Users of this procedure are knowledgeable and have experience with circuit design 
and analysis methods.  Work under this procedure is assumed to be conducted by or 
supervised by personnel familiar with circuit failure analysis; i.e., Appendix R stable 
safe operation analysis or similar. 

The detailed circuit failure analysis task needs, as a prerequisite, the fire QRVA 
equipment list from Task 2, Fire QRVA Equipment Selection.  The fire QRVA equipment 
list is used to verify that all fire QRVA cables located in the unscreened compartment(s) 
or raceway(s) are analyzed.  In addition, the fire QRVA equipment list provides the 
specific functional requirements for each component.  Any discrepancies or 
inconsistencies should be discussed and resolved with the fire QRVA analysts as part of 
completing the detailed circuit failure analysis. 

This detailed circuit failure analysis task needs, as a prerequisite, the list of fire QRVA 
cables from Task 3, Fire QRVA Cable Selection.  The fire QRVA cable list is used to 
identify fire QRVA cables routed within unscreened facility locations.  In addition, the 
analysis packages assembled for each component during Task 3 provide the baseline 
documentation needed to complete the detailed circuit analyses. 

The fire QRVA database system (database structure and relationships) is a prerequisite 
for Task 9.  The database system provides a structured framework for maintaining fire 
QRVA data.  The database is populated with the data and information generated by 
previously completed tasks, and, in part, will be used to establish the fire QRVA 
equipment and cable locations.  The data structure and functional relationships 
established within the database system are specifically designed to provide the 
necessary sort and query capability to identify fire compartment contents. 

To maximize efficiency, an overall project objective is to minimize the number of 
components for which a detailed circuit failure analysis is conducted.  Focusing the 
scope of the detailed circuit failure analyses is accomplished using the preliminary 
screening results from Task 7, Quantitative Screening. 

An alternate way to identify the cables requiring detailed analysis is to provide a list of 
raceways affected by fire within a compartment.  Such fire scenario-specific input would 
be generated from the output of Task 11, Detailed Fire Modeling. 

Additional information required to support this task includes: 

• Component Elementary Circuit Diagrams 
• Component Cable Block Diagrams 
• Component Wiring/Connection Diagrams 
• Electrical Distribution System Single-Line Diagrams 
• Instrument Loop Diagrams and Block Diagrams 
• Cable Raceway Schedules and Routing Drawings 
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Facility walkdowns are not considered a fundamental part of this task.  Rather, facility 
walkdowns should be considered on a case-by-case basis as a way of obtaining 
necessary information about cable and/or raceway locations. 

The target equipment response reports are used principally as reference information for 
conducting additional quantitative screenings.  Cables are screened based on their 
potential to impact the desired functionality of a component.  Target equipment response 
reports also serve as input into the probabilistic circuit failure mode likelihood analysis 
(Task 10). 

 A.6.13.5 Circuit Failure Mode and Likelihood Analysis 

Conducting a fire QRVA in accordance with this methodology necessitates an analysis 
of fire-induced circuit failures beyond that typically conducted during original fire QRVAs.  
The circuit analysis elements of the project are conducted in three distinct phases: 

1. Fire QRVA Cable Selection (Task 3) 
2. Detailed Circuit Failure Analysis (Task 9) 
3. Circuit Failure Mode Likelihood Analysis (Task 10) 

This task provides methods and instructions for conducting the third phase of circuit 
analysis—circuit failure mode likelihood analysis for fire QRVA cables.  Task 10 
estimates the probability of hot short cable failure modes of interest, which in turn can be 
correlated to specific component failure modes.  As discussed in Section 3.3.2 of 
Volume 1 of NUREG/CR-6850, the methods and techniques for deriving circuit failure 
mode probability estimates are based on limited data and experience.  Consequently, 
this area of analysis is not yet a mature technology, and undoubtedly further advances 
and refinements will come with time.  Nonetheless, the methods and techniques 
presented in this chapter represent the current state of knowledge and provide a 
reasonable approach for establishing first-order circuit failure mode probability 
estimates, albeit with relatively high uncertainty tolerances. 

Chapter 10 of NUREG/CR-6850 provides methods and technical considerations for 
assigning probability estimates to specific cable failure modes associated with 
fire-induced cable damage. 

This task does not address the implementation of facility-specific quality assurance or 
configuration control requirements that might apply to a fire QRVA.  Nor is it intended to 
validate the accuracy of facility-specific data extracted from facility drawings, documents, 
or databases.  Each facility should follow appropriate quality assurance, administrative, 
and configuration control procedures applicable to the work being conducted.  The need 
to validate input source documents should be addressed as part of assembling the 
prerequisite information in Step 1. 

Task 10 is intended to provide a probabilistic assessment of the likelihood that a cable 
will experience one or more specific failure modes; e.g., short-to-ground, intra-cable 
conductor-to-conductor short, inter-cable conductor-to-conductor short, etc.  The results 
of this assessment are entered into the fire QRVA database, allowing generation of 
equipment failure reports, including the estimated likelihood of the failure modes of 
concern. 
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Estimating the likelihood of occurrence of specific cable failure modes involves three 
principal steps.  Generic instructions for completing these steps are shown in Figure A-
22.  An important element of this task is obtaining the necessary cable and configuration 
data needed to establish correlations to conditions for which cable failure data is 
available. 

 

Figure  A-22.  Circuit Failure Mode Likelihood Analysis Work Flow 

The following assumptions form the basis for this task. 

• Requisite cable and configuration attributes are available or can be determined as 
part of the analysis. 

• The equipment is in its normal operating position or condition at the onset of the fire.  
Where the status of a component is indeterminate or could change as a result of 
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expected facility conditions, the analyst should assume the worst-case initial 
conditions, consistent with the detailed circuit analysis conducted under Task 9. 

• Users of this procedure are knowledgeable and have experience with circuit design
and analysis methods and probability estimation techniques.

• The analysis methods presented here can be reasonably applied to multi-conductor
cables that contain no more than 15 conductors.  Multi-conductor cables with more
than 15 conductors are considered to carry a substantially higher uncertainty.

This circuit failure mode likelihood analysis task needs, as a prerequisite, the list of fire 
QRVA cables from Task 3, Fire QRVA Cable Selection.  The fire QRVA cable list is used 
as the basis for identifying important cable and configuration attributes (e.g., insulation 
material, raceway type, fire barrier wraps [if any], target and source conductors, etc.) of 
the cables of interest within the compartments under evaluation. 

The fire QRVA database system (database structure and relationships) is a prerequisite 
for Task 10.  The database system provides a structured framework for maintaining fire 
QRVA data.  The database system is populated with the data and information generated 
by previously completed tasks, and, in part, will be used to establish the fire QRVA 
equipment and cable routing locations.  The data structure and functional relationships 
established within the database system are specifically designed to provide the 
necessary sort and query capability to identify fire compartment contents. 

The basis for identifying circuit failure modes requiring a probabilistic assessment stems 
from the detailed analysis of possible failures conducted under Task 9, Detailed Circuit 
Failure Analysis.  This information is essential in establishing a starting point for the 
probabilistic analysis. 

Specific scenarios that need circuit failure mode likelihood analysis to refine equipment 
failure mode probabilities are identified by Task 11, Detailed Fire Modeling and Task 14, 
Quantification of Fire Risk.  In general, the number of circuits requiring a failure mode 
likelihood analysis should be small compared to the total circuit population in the study. 

Additional information required to support this task includes: 

• Component Elementary Circuit Diagrams
• Component Cable Block Diagrams
• Component Wiring/Connection Diagrams
• Instrument Loop Diagrams and Block Diagrams
• Cable Raceway Schedules and Routing Drawings
• Cable and Circuit Attribute Data:

- Cable Insulating Material

- Cable Size and Number of Conductors

- Number of Normally Energized Conductors (source conductors) and Number of
Conductors Susceptible to Failure Modes of Concern (target conductors) 
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- Number of Normally Grounded Conductors 

- Power Source Characteristics 

• Configuration Attributes: 

- Type of Raceway (i.e., ladder tray or conduit) 
- Quantity and Type of Other Cables Contained in the Raceway 

Facility walkdowns are not considered a fundamental part of this task.  Rather, facility 
walkdowns should be considered on a case-by-case basis as a way of 
obtaining/confirming necessary information about cables and/or raceway configurations. 

The circuit failure mode probability estimates are used principally as reference 
information for supporting Task 14, Quantification of Fire Risk.  The primary objective is 
to assign probability values for equipment failure modes of concern and then reevaluate 
CLOFICP and LOFICF for acceptability with respect to compartment and/or scenario 
screening requirements.  Equipment will be screened based on the likelihood of a fire-
induced circuit failure causing a component failure mode of concern.  The circuit failure 
probability estimates also serve as inputs to the detailed fire scenario quantification 
process (Task 11).  The results of this task might also be used in Task 12 (Post-Fire 
HRA). 

 A.6.13.6 Detailed Fire Scenario Modeling (including fire phenomenology) 

In the preceding tasks, the analyses were organized around compartments, assuming 
that a fire would have widespread impact within the compartment.  In Task 11, for those 
compartments found to be potentially risk-significant (i.e., unscreened compartments), a 
detailed analysis approach is provided.  As part of the detailed analysis, fire growth and 
propagation is modeled and possibility of fire suppression before damage to a specific 
target set is analyzed. 

The detailed fire modeling process generally follows a common step structure, but the 
details of the analyses often vary depending on the specifics of the postulated fire 
scenario.  This chapter provides separate procedures for three general categories of fire 
scenarios:  fires affecting target sets located inside one compartment (discussed in 
Section 11.5.1 of NUREG/CR-6850); fires affecting the main control room 
(Section 11.5.2 of NUREG/CR-6850); and fires affecting target sets located in more than 
one fire compartment (multi-compartment fire analysis; Section 11.5.3 of 
NUREG/CR-6850). 

Task 11 provides final estimates for the frequency of occurrence of fire scenarios 
involving a specific fire ignition source failing a predefined target set before fire 
protection succeeds in protecting the target set.  This result is combined in the final 
quantification steps that follow this task, with the CLOFICP/CAFRP given failure of the 
target set to estimate the LOFICF/AFRF contribution for each fire scenario.  The 
CLOFICP/CAFRP may include modified human error probabilities based on fire scenario 
specifics. 
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Detailed fire modeling encompasses an analysis of the physical fire behavior (i.e., fire 
growth and propagation analysis), equipment damage, fire detection, and fire 
suppression.  The fire scenarios to analyze as part of this detailed analysis task are 
divided into three categories: 

• General Single Compartment Fire Scenarios.  This general category covers fire 
scenarios damaging target sets located within the same compartment, exclusive of 
those scenarios within or impacting the MCR.  In general, in this category, the fire 
ignition source is in the same compartment as the target set.  The majority of fire 
scenarios analyzed generally falls into this category.  The procedures applicable to 
the analysis of these fire scenarios are presented in Section 11.5.1 of 
NUREG/CR-6850. 

• MCR Fire Scenarios.  This general category covers all fires that occur within the 
MCR.  This category also covers scenarios involving fires in compartments other 
than the MCR that may force MCR abandonment.  The MCR analysis procedures 
are presented in Section 11.5.2 of NUREG/CR-6850. 

• Multi-Compartment Fire Scenarios.  This general category covers all fire scenarios 
where it is postulated that a fire may spread from one compartment to another and 
damage target elements in multiple compartments.  In this category of scenarios, 
damaging effects of a fire (e.g., heat) are assumed to spread beyond the 
compartment of fire origin.  The multi-compartment fire analysis procedures are 
presented in Section 11.5.3 of NUREG/CR-6850. 

A detailed fire modeling analysis is performed for each fire scenario in each unscreened 
fire compartment.  For many compartments, it may be appropriate to develop several fire 
scenarios to appropriately represent the range of unscreened fire ignition sources 
(i.e., scenarios that would not screen out in Task 8) that might contribute to the fire risk.  
Detailed fire modeling may utilize a range of tools to assess fire growth and damage 
behavior, and the fire detection and suppression response, for specific fire scenarios. 

The ultimate output of Task 11 is a set of fire scenarios, frequency of occurrence of 
those scenarios, and a list of target sets (in terms of fire QRVA components) associated 
with the scenarios.  For scenarios involving the MCR, the possibility of forced 
abandonment is also noted.  Note that a fire scenario represents a specific chain of 
events starting with ignition of a fire ignition source, propagation of the fire effects to 
other items, and possibility of damaging a set of items identified as target set before 
successful fire suppression. 

Task 11 encompasses the final stages of analysis of the physical fire behaviors 
associated with fire scenarios in unscreened compartments.  A fire scenario in the fire 
QRVA context begins with initiation of a fire and ends with either safe containment of 
fuel or a loss of fuel inventory control event.  Task 11 is concerned only with the analysis 
of the physical fire scenario; that is, those aspects of the analysis related to the fire 
ignition, fire growth, propagation, target set damage, and fire detection and suppression. 

In the preceding tasks, the analysis is organized around compartments.  The fire 
initiation frequency, CLOFICP/CAFRP given a fire, and all other parameters assumed 
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that any fire in a compartment would damage all fire QRVA components related items in 
that compartment.  In this task, the focus is shifted towards specific fire scenarios within 
the compartment, and the objective is to estimate their frequencies of occurrence.  All 
fire scenario frequencies can, in general, be represented by the following: 

λk = λi,k ⋅ Wg,k ⋅ SFk ⋅ Pns,k 

where 

λk = Frequency of Fire Scenario k. 

λi,k = Fire ignition frequency of the ignition source i associated with Fire 
Scenario k. 

Wg,k = Floor area ratio for transient Fire Scenario k.  The floor area ratio is 1.0 for 
fixed ignition source fire scenarios. 

SFk = Severity factor of Fire Scenario k 

Pns,k = Non-suppression probability of Fire Scenario k. 

These parameters are further defined in this task and the appendices addressing 
specific aspects of detailed fire modeling. 

Prior tasks will likely have screened out many fire compartments as low risk contributors; 
i.e., in Tasks 4 and 7, Qualitative and Quantitative Screening, respectively.  
Furthermore, a number of specific fire ignition sources in the unscreened compartments 
may be screened out as well (accomplished in Task 8, Scoping Fire Modeling).  These 
screening steps will generally reduce the number of possible fire scenarios considered in 
this task. 

In Task 11, the analyst identifies one or more fire scenarios for each unscreened fire 
ignition source located in the unscreened compartments.  The overall analysis process 
applied to each fire scenario is illustrated in Figure A-23.  A summary description of the 
steps defined in Figure A-23 is provided below: 

• Step 11.1:  Characterize relevant features of the compartment: 

- Identify the fire compartment in which the fire scenario would be postulated (for 
multi-room scenarios, identify any adjacent compartments assumed to be 
involved in the fire scenario) and characterize compartment features relevant to 
fire propagation, target damage and operator actions.  For multiple compartment 
fire scenarios, characterize the boundaries that separate all involved 
compartments. 

- Define general compartment characteristics of importance; e.g., size, 
construction, ventilation conditions, and adjacency features, if relevant. 

- Identify and characterize detection and suppression features and systems to be 
credited in the fire suppression scenario analysis. 
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• Step 11.2:  Identify and characterize fire detection and suppression features of the 
compartment: 

- Identify fire detection and suppression features such as smoke and heat 
detectors, continuous fire watch, automatic and manual fixed suppression 
systems, and fire brigade capabilities. 

- Characterize the operation the fire detection and suppression features in the 
compartment. 

• Step 11.3:  Identify and characterize fire ignition sources: 

- Identify and characterize fire ignition sources to be analyzed in terms of location 
within the compartment, type, size, initial intensity, growth behavior, 
severity/likelihood relationship, etc. 

- Estimate frequency of ignition for the ignition source. 

• •Step 11.4:  Identify and characterize secondary combustibles: 

- Identify and characterize secondary combustibles.  These are nearby fixed 
equipment such as cables that may be damaged by a fire in the selected ignition 
source.  These combustibles will most likely be within the zone of influence of the 
ignition source. 

• Step 11.5:  identify and characterize target sets: 

- Identify the target set relevant to each fire ignition source considered in the fire 
growth and damage analysis.  The locations of a target set in relation to the fire 
ignition source, target types, failure modes, failure criteria, and other relevant 
information are collected.  If target sets will be treated progressively 
(e.g., progressive failure of one tray after another in a stack of cable trays), 
identify such progressions and determine which target subsets will be treated as 
unique suA-scenarios. 

- Identify secondary combustible fuel elements to be considered in the fire growth 
and damage analysis (locations relative to fire ignition source, material types, 
configuration, etc.). 

• Step 11.6:  Define fire scenarios: 

- Once the ignition source, secondary combustibles and targets have been 
identified and characterized, fire scenarios in the room can be defined.  Fire 
scenarios should include transient and fixed ignition sources. 
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• Step 11.7:  Conduct fire growth and spread analysis: 

- Select the appropriate fire modeling tool(s). 

- Analyze growth behavior of the initial fire source (if applicable). 

- Analyze fire spread (propagation) to secondary combustibles (as applicable). 

- Analyze growth of fire in secondary combustibles (as applicable). 

- Estimate the resulting adverse environmental conditions relevant to the 
assessment of target set damage; e.g., temperature, heat flux, smoke density. 

- Estimate time to target set damage (probability versus time). 

• Step 11.8:  Conduct fire detection and suppression analysis: 

- Assess fire detection timing (if applicable, detection triggers manual fire 
suppression response). 

- Assess timing, reliability, and effectiveness of fixed fire suppression systems (if 
applicable). 

- Assess manual fire brigade response (if applicable). 

- Estimate probability of fire suppression as a function of time. 

- Calculate conditional non-suppression probability for each ignition source/target 
set (or target subset) combination. 

• Step 11.9:  Calculate non-suppression probability and the severity factor: 

- Based on the results of fire growth and spread analysis, and stochastic 
distributions of various input parameters of the models, the conditional probability 
of the fire being of the postulated severity level is established. 

- Based on the operation of the detection and suppression fire protection systems 
in the room, and the calculated time(s) to target damage, non-suppression 
probability is calculated. 

• Step 11.10:  Calculate scenario frequency: 

- Using the fire ignition frequency, non-suppression probability, and severity factor 
of the scenario, the overall scenario occurrence frequency can be established.  
Additional factors (e.g., probability of control room abandonment) may need to be 
multiplied to obtain final scenario frequency. 
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• Step 11.11:  Document the analysis results: 

In conducting these steps, the analyst may select from a wide range of strategies to 
minimize the level of effort.  Different strategies may be used for different fire 
scenarios or compartments.  The following are a few examples: 

- The worst possible fire severity may be assigned to an ignition source while 
using a severity factor equal to one.  Based on this worst-case fire propagation, 
detection and suppression analysis is conducted and target damage is 
determined.  This strategy may be useful if the CLOFICP associated with the 
target set is small. 

- Detailed circuit analysis may be conducted before the severity factor and 
probability of non-suppression are estimated to verify that the postulated failure 
modes are possible.  After target sets are identified, there could be an interaction 
between that step of this task and Tasks 9 and 10, where detailed circuit analysis 
is conducted.  Under certain conditions or at certain segments of a circuit, some 
of the postulated failure modes may be impossible.  With this strategy, the 
analyst can reduce the number of target set elements. 

- Assuming worst-case circuit failure, the combination of severity factor and 
probability of non-suppression may be established first.  This strategy may be 
used when the target set elements are far from the ignition source, which means 
that the severity factor and non-suppression probability may lead to a small fire 
scenario frequency. 
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Figure  A-23.  General Analysis Flow Chart for Task 11 – Detailed Fire 
Modeling 

Each fire scenario identified in this task begins with fire ignition involving an ignition 
source.  All fire ignition sources that did not screen out in Task 8 should be addressed in 
this task.  The intent is to capture all fire ignition sources with the potential to contribute 
to fire risk.  This should include fire ignition sources involving both fixed and transient 
fuel packages.  Note that the ignition source also establishes the scenario initiation 
frequency; i.e., λi,k. 
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In some cases, it may be possible to simultaneously capture the contribution of a 
number of individual fire ignition sources through the analysis of a single fire scenario.  
This is possible if the fire conditions, including the relative proximity of other combustible 
fuels and the target set of interest, are essentially identical for all fire ignition sources in 
the set, and/or are conservatively bounded by the selected representative case. 

As an example, consider a fire compartment where the QRVA target set of interest is 
made of cables routed in cable trays.  Further assume that a bank (or row) of electrical 
panels runs directly below the raceways containing the target cables.  In this case, it 
may not be necessary to model each individual electrical panel as a unique physical fire 
scenario.  Rather, it may be possible to represent the entire row of panels with a single 
physical fire scenario involving one particular panel as the fire ignition source.  It would 
be appropriate to consider whether or not the panels serve a similar purpose and contain 
roughly the same type of components.  The relative proximity of the secondary fuels and 
target set cables to each of the panels should also be considered.  Even if these factors 
vary somewhat across the length of the panel bank, it may still be possible to represent 
the panel bank using a single physical fire scenario whose assumed characteristics 
conservatively bound those of the individual panels in the set.  This approach might also 
apply if the exact location of target cables in the compartment is unknown, and 
conservative assumptions regarding their location are made. 

The objective of fire growth and spread analysis is to:  (1) establish the possibility of the 
fire involving the ignition source adversely affecting the target set, and (2) estimate the 
target set damage time.  Detailed fire modeling may consider the fire growth behavior 
within the initiating fire ignition source; that is, the development of fire within the initiating 
fuel package.  The analysis also considers the potential for the spread of fire to other 
combustible materials and the subsequent fire behavior.  As a result, the analyst should 
characterize both the initial fire source and those combustible materials to which the fire 
might spread.  Note that in the fire modeling process, the intent is to capture the fire 
damage potential in the absence of fire suppression activities.  Fire suppression 
likelihood is then captured as an explicit, but separate, step in the analysis process. 

A wide range of tools is available for the analyst to conduct fire growth and spread 
analysis.  A brief description of these tools is provided below, as in Section 11.5.1 of 
NUREG/CR-6850.  The tools range from simple empirical equations to computerized, 
numerical, three-dimensional models.  For each fire ignition source, or a collection of 
sources, a range of fire conditions may be postulated to reflect the uncertainty 
associated with fire growth and damage.  In general, transient fuel fires and each 
unscreened fixed fire source present in the fire compartment should be considered.  
Note that, in the most general terms, because of the wide variability in the characteristics 
of ignition sources, a “typical fire cannot be easily defined”.  Each fire has unique 
features and behaviors.  Fire growth and spread are dependent on a range of 
scenario-specific features, and on random behaviors that occur during fire growth and 
spread.  As a result, two fires involving the exact same fire ignition source may burn 
quite differently in the context of, for example, fire growth rate, peak fire intensity, and 
fire duration.  The intent of the fire modeling process is to explicitly capture this 
behavioral uncertainty in the quantification process. 

Care should also be exercised when extrapolating fire conditions from events in the fire 
event database directly to a specific fire scenario.  For example, a fire occurring in one 
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particular location in one particular facility might not represent a significant threat of fire 
spread or damage because of available separation and the lack of a potential fire spread 
path.  However, that same fire occurring in a different location, or at a different facility, 
might be capable of spreading to other nearby combustibles and/or causing significant 
damage to facility components and cables.  Furthermore, a fire event may not have led 
to substantial damage in a particular case because of prompt fire suppression 
intervention.  That same fire, had it burned longer, might have caused substantial 
damage under the same facility conditions. 

Characterizing the fire ignition source will appropriately capture the uncertainty in fire 
intensity.  That is, the fire ignition source characterization will generally include a 
recognition and characterization of the fire severity-likelihood relationship. 

Any given fire ignition source could lead to fires of varying intensity.  The variability in fire 
intensity for a given source results from both epistemic and aleatory uncertainties.  For 
example, fire intensity will be impacted by factors related to the conditions that led to 
initiation of the fire; e.g., overheating component versus catastrophic failure of the same 
component.  The current state of knowledge regarding the influence of such factors is 
imperfect at best.  Fires are somewhat chaotic in nature, and, therefore, will exhibit a 
seemingly random variability in development and intensity regardless of the knowledge 
state. 

In the development of the nominal fire ignition frequency values (i.e., Task 6), some 
concepts of fire severity have already been incorporated.  In particular, the process of 
quantifying the frequencies presented in Task 6 included screening of reported fire 
events that did not, and could not, lead to a self-sustained or potentially damaging fire 
(labeled as non-challenging fires in that task).  Furthermore, in Task 8, fire ignition 
sources that cannot damage any items nearby or cannot spread beyond the ignition 
source (even given that a self-sustaining fire of conservative intensity is ignited) are 
screened out.  Hence, the postulated fires in Task 11 are self-sustaining, and 
intervention will be necessary to prevent fire spread to secondary fuels and/or cause 
fire-induced damage to QRVA components and/or cables. 

Application of severity factors has been a point of debate in past QRVA approaches.  
This is in part because fire severity-likelihood relationships are heavily influenced by 
expert judgment.  Severity factor approaches introduce a number of potential pitfalls.  In 
particular, extreme care is needed to ensure that dependencies between fire severity 
factors, fire ignition frequencies, assumed fire conditions, and fire detection/suppression 
analysis are appropriately captured.  The recommended fire ignition source 
characterization approaches have been explicitly integrated with both the fire frequency 
and fire detection/suppression analysis tasks to ensure a consistent approach. 

The fire modeling activities of this Task 11 will consider a range of fire conditions that 
might be experienced involving the fire sources.  That is, the analysis approach is not 
based on the analysis of only the most likely fire conditions; rather, it provides explicit 
treatment of less likely, but potentially more challenging, fires. 

Table A-16 lists the recommended methods for calculating severity factors for the 
different ignition sources in the frequency model. 
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Table  A-16.  Recommended Severity Factors and Suppression Curves for 
Ignition Sources in the Frequency Model 
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Table  A-16.  Recommended Severity Factors and Suppression Curves for 
Ignition Sources in the Frequency Model 

The primary objective of detection and suppression analysis is to estimate the time to 
fire control.  It is assumed that by achieving fire control, the processes that would lead to 
target set damage slow down significantly so that no further damage would be 
experienced.  The detailed fire-modeling task includes explicit treatment of the detection 
and suppression process.  All fires are eventually suppressed.  However, in the fire 
QRVA context, the critical factor is the likelihood that the fire will be suppressed before 
damage to the fire QRVA target set occurs. 

The detection and suppression analysis considers intervention by fixed fire protection 
systems and facility personnel, including the manual fire brigade or onsite fire 
department.  Current modeling tools provide only a very limited capability for directly 
integrating fire detection and suppression.  For example, some compartment fire models 
now allow for the simulation of a fire detector of a sprinkler head as a thermal target, and 
can, therefore, predict the approximate actuation time of such devices.  CloseE-form 
empirical correlations can also estimate detector or sprinkler response times.  However, 
these capabilities address only a limited subset of the overall detection and suppression 
processes. 

In general, the detection and suppression analysis is performed independently from the 
fire growth and damage modeling applications.  However, the assumptions made in the 
development of fire scenarios can be relevant to the fire detection and suppression 
analysis.  In particular, there are dependencies between screening of fire events in the 
fire frequency analysis, the fire severity-likelihood relationship, the fire ignition source 
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fire frequency analysis, the fire severity-likelihood relationship, the fire ignition source 
characteristics assumed in the fire modeling, and the detection-suppression analysis.  
These dependencies should be explicitly treated. 

Appendix P of NUREG/CR-6850 describes detection and suppression analysis 
methodology.  The analyst may choose a different approach, as long as it can properly 
model the likelihood of target set damage before successful suppression. 

Results from the detection and suppression analysis are reflected in the probability of no 
suppression before target damage.  Table A-16 lists the manual suppression probability 
curves for the different ignition sources in the frequency model. 

The following are key assumptions associated with the detailed fire-modeling task. 

• The analysis is limited to considering a single fire occurring at any given time.  The
analysis does not consider the possibility of multiple, concurrent fires.  Notice that a
scenario involving fire propagation to adjacent compartments is still considered a
“single fire”.  The risk of such scenario is evaluated in the multi-compartment fire
analysis.

• The analysis does not explicitly try to quantify the risk contribution of seismic-induced
fires.

• Hence, the conditions that may be encountered during a post-earthquake fire are not
considered in the discussions provided for fire modeling.

• If a fixed, water-based fire suppression system is available, actuation of that system
is assumed to disrupt the process of fire growth and spread sufficient to achieve and
maintain effective control of the fire so that additional damage to potential fire QRVA
targets will not occur.

• If a fixed, gaseous fire suppression system is available, actuation of that system is
assumed to disrupt the process of fire growth and spread sufficient to achieve
effective control of the fire.  However, the duration of control is assumed to be the
time period over which it has been demonstrated, by test or analysis, that a sufficient
suppressant concentration, per applicable standards, can be maintained.  If the
suppressant concentration cannot be maintained for the prescribed sufficient time
period, it should be assumed that the fire would reflash.  In such cases, either a
second discharge of the fire suppression system (if available) or intervention by
facility personnel would be necessary to regain effective control of the fire.

• Loss of fuel inventory control would occur if the control room operators are unable to
use the main control board and no actions are taken from outside the control room.

Additional instructions on the definition and characterization of physical fire scenarios 
are provided in Appendices G, H, and L through T of NUREG/CR-6850, Volume 2. 

The inputs to this task are a list of unscreened fire compartments (Task 7B, Quantitative 
Screening II) and fixed ignition sources in their respective locations generated in Task 8, 
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Scoping Fire Modeling.  In addition, information on all fire QRVA components and cables 
that have been mapped into each unscreened fire compartment is used in this task.  
This information is derived during Tasks 2 through 4.  This task will also draw on fire 
compartment characterization information documented in the fire QRVA information 
database from Task 4.  This task is also supported by facility walkdowns, as discussed 
in Support Task A. 

In addition, the analyst conducting this task may need to interact with the analysts 
conducting Task 7 to establish the CLOFICP/CAFRP associated with a specific target 
set and with the analysts for Tasks 10 and 11 for assessing the possibility of certain 
circuit failures. 

The detailed fire modeling task utilizes information from a wide range of internal 
(i.e., facility) and external sources.  Much of this information is summarized in 
Appendices G through T of NUREG/CR-6850.  For example, the analyst may need 
raceway and equipment layout drawings, various operating procedures, fire protection 
system description and related procedures, HVAC system descriptions, etc.  Focused 
walkdowns of the unscreened compartments are an important part of the information 
gathering process.  Focused walkdowns allow information gathering on site-specific 
configuration, especially with respect to the physical proximity of fire ignition sources to 
other combustible materials and to fire QRVA components and cables.  In addition to 
focused walkdowns and detailed document review, it may be necessary to obtain 
information about actual fire event experience and fire experiments from external 
sources. 

This task, as it is noted in the preceding section, typically includes a focused walkdown 
of the facility.  For the single compartment fire analysis, the unscreened compartments 
should be visited to gather information supporting the processes of selection and 
description of fire scenarios.  The information needed for detailed fire modeling is best 
obtained through walkdowns of the compartments of interest. 

For the MCR fire analysis, a walkdown would also be beneficial.  Specifically, it is 
recommended for the analyst to inspect the backside of the control panels to gain an 
understanding of the wiring conditions, cable and wiring layout, separation barriers 
between panel sections, and overall density of the combustibles inside the panels. 

The multi-compartment fire analysis includes a complete walkdown of all facility 
locations where fire QRVA related components and cables might be present.  In that 
walkdown, the analyst should identify the communication paths between compartments, 
the condition of the doors, penetration seals, ventilation openings, and any other 
features that may aid the propagation of hot gases between compartments. 

The walkdown process is discussed in Support Task A, Fire QRVA Walkdown 
Procedure. 

The primary output of the detailed fire modeling task is a list of fire scenarios for each 
unscreened compartment; frequency of occurrence of each fire scenario; and a list of 
QRVA components and associated failure modes.  These results are carried forward into 
the final stages of quantitative screening (i.e., Tasks 13 and 15) and into the final risk 
quantification and uncertainty analysis task steps; i.e., Tasks 17 and 18. 
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In the course of conducting Task 11 steps, as shown in Figure A-23, it may become 
necessary to interact with the detailed circuit analysis tasks (i.e., Tasks 9 and 10) and 
with the quantitative screening task; i.e., Task 7. 

A.6.13.7 Final Fire Risk Quantification 

This section describes the procedure for performing fire risk quantification.  This 
procedure provides the user a general method for quantifying the final fire QRVA model 
to generate the final fire risk results. 

This procedure addresses the following major steps for each of the major fire risk 
quantification tasks: 

• Step 1 – Quantify Final Fire LOFICF Model 
• Step 2 – Quantify Final Fire AFRF Model 
• Step 3 – Conduct Uncertainty Analysis 

In this task, the final fire QRVA model is quantified to obtain the final fire risk results.  
The final LOFICF and AFRF models are quantified for each fire scenario. 

Note that per Task 7, Quantitative Screening, it is expected that a number of fire 
compartments or fire scenarios will be screened out from the formal fire quantification 
results (i.e., not added into the calculated total facility fire-related LOFICF and AFRF).  It 
is expected that as a minimum, total facility LOFICF and AFRF estimates will be 
provided by summing all the LOFICFs and AFRFs for the unscreened fire 
compartments/scenarios.  The significant contributors to the facility LOFICF and AFRF 
should also be provided.  In addition, it is also expected that the nature (e.g., type of 
sequences) of the screened out compartments/scenarios are at least identified and as a 
check of the cumulative screening criteria discussed in Task 7, it is recommended that 
the screened LOFICFs and AFRFs also be summed separately to provide a perspective 
on the total residual risk from the screened compartments/scenarios.  It should be 
emphasized that these screened portions of the results represent various levels of 
analysis (for instance, some may only involve fire scoping modeling; others may involve 
both detailed fire modeling and some detailed circuit analysis, etc.).  Thus any ranking of 
these screened scenarios is not particularly appropriate and these screened summations 
of LOFICF/AFRF are upper bounds of the residual risk and that in actuality, the residual 
risk is probably much less than these sums would indicate. 

This task uses the facility response model (risk model) to quantify LOFICF and AFRF.  
The model is initially developed in Task 5 (Fire Induced Risk Model), and modified in the 
quantitative screening done in Task 7.  This task also requires input from Task 10 
(Circuit Failure Mode Likelihood Analysis), Task 11 (Detailed Fire Modeling), and 
Task 12 (Post-Fire Human Reliability Analysis). 

The internal events QRVA model as modified for the fire QRVA of the NPP facility is 
needed to support this task.  Additional information may be needed from the QRVA 
model as insights are gained from quantifying the fire risk model.  The fire QRVA 
analysts should also have access to the software tools required to quantify the QRVA 
model.  Access to the ASME Standard for Probabilistic Risk Assessment for Nuclear 
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Power Plant Applications (ASME RA-S-2002) (Reference A-54), and particularly the 
accident sequence quantification and AFRF requirements in the standard, may be 
beneficial, as well. 

No walkdown is required to support this task. 

This task provides a general approach for quantifying the fire QRVA model and 
generates the final fire risk results.  There are at least two different approaches for 
developing the internal events QRVA model (which also apply to the fire QRVA model).  
These two models, in the evolution of QRVA methodology development efforts have 
come to be known as the “Fault Tree Linking Approach” and “Event Trees with 
Boundaries Approach”.  There is a number of different QRVA software products 
available in the market designed around these two approaches.  The approach 
described in this procedure is based on standard state-of-the-art QRVA practices and is 
intended for any QRVA methodology or software product.  This procedure allows the 
user to quantify LOFICF and AFRF or CLOFICP and CAFRP.  The only difference is that 
the quantified values of the fire scenario frequencies are used for LOFICF and AFRF 
calculations, while the fire scenario frequencies are set to 1.0 or TRUE for CLOFICP and 
CAFRP calculations. 

This procedure assumes that the fire QRVA analyst is familiar with the QRVA 
methodology and software employed at the facility.  The analyst should also be familiar 
with the procedures for quantifying the QRVA model.  The analyst should be familiar with 
the ASME Standard for Probabilistic Risk Assessment for Nuclear Power Plant 
Applications (ASME RA-S-2002) (Reference A-54) and should use the approach therein 
covering Sections 4.5.8 (for HLR-QU-A, B, C, D) and 4.5.9 (for HLR-LE-A, B, C, D, E, 
and F1) of NUREG/CR-6850 when quantifying the fire QRVA model following the steps 
below. 

This is the final task of the fire QRVA quantification process.  The output of this task is 
used in Task 16 (Fire QRVA Documentation).  Note that Task 15 (Uncertainty Analysis) 
is addressed during preceding tasks and this task as well. 

 A.6.14.  Internal Fire Risk Uncertainty Analysis 

This procedure describes the approach for identifying and treating uncertainties 
throughout the fire QRVA process and identifying sensitivity analysis cases.  It also 
prescribes a review for the identified uncertainties among the fire QRVA analysts to 
establish an integrated approach of addressing the effects of these uncertainties on the 
results of the analysis.  At this time, the procedure provides a general approach to be 
followed and does not provide a comprehensive list of specific uncertainties to be 
addressed.  As pilot fire QRVAs and other studies are completed, this procedure may be 
revised accordingly. 

This procedure covers the identification and treatment of uncertainties throughout the 
fire QRVA.  As such, it provides:  (1) background on the subject of uncertainty found in 
Appendix U of NUREG/CR-6850, (2) classification of types of uncertainty, and (3) a 
general approach with regard to practical implementation of treating expected 
uncertainties in the fire QRVA, as described in Appendix V of NUREG/CR-6850. 
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Many of the inputs that make up LOFICF and AFRF estimates are uncertain; e.g., fire 
frequencies, extent of fire growth, equipment failure probabilities, operator action 
probabilities, etc.  Since many of these inputs are commonly treated as the result of 
random processes in the QRVA, the loss of fuel inventory control events and acute fuel 
release events are modeled as possible results of a set of interacting random processes, 
specifically, those involving a fire that causes a facility transient, the response of 
mitigating systems to the transient including fire effects, and the associated actions of 
human operators.  Hence, the occurrences of loss of fuel inventory control and acute 
fuel release events are also, therefore, treated as random events. 

The various fire-induced accident sequences and their frequencies modeled in the fire 
QRVA characterize the aleatory uncertainties (see Appendix U of NUREG/CR-6850 for a 
discussion on this type of uncertainty) associated with the occurrence of a fire and 
possible facility and operator responses.  Each input of the modeled accident sequences 
(i.e., initiating event frequency, equipment failure probabilities, and human error 
probabilities) also includes epistemic uncertainties (see Appendix U of 
NUREG/CR-6850) with regard to the frequencies and probabilities described by 
distributions.  Sampling techniques (e.g., Monte Carlo, Latin hypercube) are typically 
used to propagate the epistemic uncertainties to generate a probability distribution for 
each accident sequence frequency, and from that, LOFICF and AFRF uncertainty 
distributions. 

In light of this, it is important that users of the results of the fire QRVA understand the 
fundamental modeling assumptions underlying the analysis and the sources of 
uncertainty associated with the results.  In particular, in the case of a QRVA, it is 
important to understand how the analysis deals with uncertainties that arise because of 
issues not explicitly modeled or imperfect knowledge concerning issues that are 
modeled.  Some uncertainties may be specifically included in the quantification of the 
results as described above; others may only be qualitatively addressed or not addressed 
at all.  This understanding of what uncertainties are addressed and how, will affect how a 
user perceives and uses the analysis results in subsequent decision-making activities. 

It is important that the uncertainties with the most significant effect on the accuracy and 
precision of the results be identified and their effects summarized.  This procedure 
serves three purposes toward this overall goal; it:  (1) provides background on the 
subject of uncertainty useful for the fire QRVA analysts, (2) offers a general approach on 
the identification and treatment of uncertainties for each respective task area, and 
(3) provides helpful notes and practices for a team of analysts when performing an 
integrated review of the uncertainties and making final decisions as to the treatment of 
the uncertainties. 

The reader is referred to Appendix U of NUREG/CR-6850 for the underlying principles 
and theory upon which the identification and treatment of uncertainties, as espoused in 
this procedure, are based. 

The analysts for Tasks 1 through 13 are expected to follow the overall approach 
provided in this procedure to articulate and quantify, when necessary, the uncertainties 
in their numerical results.  For each affected task, the following information will be 
needed for uncertainty analysis: 
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• Sources of Uncertainties 
• Proposed Approach for addressing each of the identified Uncertainties. 

This information has been developed in writing this procedure and the results are 
provided in Appendix V of NUREG/CR-6850.  It is expected that specific uncertainties 
worthy of uncertainty or sensitivity analyses will be identified during the performance of a 
facility-specific fire QRVA.  To that extent, the issues addressed here should be modified 
to reflect the key uncertainties identified on a facility-specific basis. 

This procedure provides an overall approach to all the other tasks on suggested ways to 
address the uncertainties associated with each task in the fire QRVA process.  In 
addition to uncertainty analysis, the identification of possible sensitivity analysis cases is 
addressed in this procedure.  Once the integrated uncertainty review is performed and 
specific strategies for uncertainty analysis are identified and implemented, the results of 
those analyses should be reflected in the documentation of the fire QRVA (Task 16), 
including the overall results and conclusions of the QRVA.  Similarly, sensitivity analysis 
cases are proposed to be executed in Task 14. 

As the fire QRVA process is carried out (as alluded to in Section 15.4.1 of 
NUREG/CR-6850), the level of analysis detail evolves and the results, including their 
significant drivers, will become clear.  During this time, modifications of the uncertainties 
and their treatment may be appropriate.  At whatever level of specificity, acknowledging 
the uncertainties and whether they are modeling or data uncertainties should be made 
part of the overall documentation of the fire QRVA.  Therefore, this procedure may have 
to be revisited as fire QRVA task execution progresses, and as new information and 
results are collected or obtained.  The intermediate task results may shed new light on 
the relative importance of various sources of uncertainty and sensitivity analyses. 

A.6.15.  Risk Results Presentation and Interpretation 

FQRVA risk results presentation and interpretation is conducted using the same 
approach as that outlined in Sections A.1 through A.4. 

 A.6.16.  QRVA Vulnerability Assessment 

FQRVA risk vulnerability assessment is conducted using the same approach as that 
outlined in Sections A.1 through A.4. 

A.6.16.1 Risk Decomposition (risk by initiating event category, specific 
initiating events, specific event sequences) 

FQRVA risk decomposition is conducted using the same approach as that outlined in 
Sections A.1 through A.4. 

A.6.16.2 Risk Importance Measure Determination and Evaluation for Event 
Tree Split Fractions and Fault Tree Basic Events 

FQRVA risk importance measure determination and evaluation is conducted using the 
same approach as that outlined in Sections A.1 through A.4. 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

  A-215  
 

 A.6.16.2.1 Fractional Importance 

FQRVA risk decomposition is conducted using the same approach as that outlined in 
Sections A.1 through A.4. 

 A.6.16.2.2 Risk Achievement Worth 

FQRVA risk importance measure determination and evaluation is conducted using the 
same approach as that outlined in Sections A.1 through A.4. 

 A.6.16.2.3 Risk Reduction Worth 

FQRVA risk contribution sensitivity analysis is conducted using the same approach as 
that outlined in Sections A.1 through A.4. 

 A.6.16.3 Risk Contribution Sensitivity Analysis 

FQRVA risk contribution sensitivity analysis is conducted using the same approach as 
that outlined in Sections A.1 through A.4. 

 A.6.17.  Vulnerability Assessment Results Presentation and Interpretation 

FQRVA risk vulnerability assessment results presentation and interpretation is 
conducted using the same approach as that outlined in Sections A.1 through A.4. 

 A.7.  Seismic QRVA 

The key elements of a seismic QRVA (SQRVA) are: 

• Seismic Hazard Analysis 
• Seismic Fragility Evaluation 
• Systems/Accident Sequence Analysis 
• Risk Quantification 

Figure A-24 shows a simplified flow chart of the analysis tasks for a SQRVA.  While 
useful as an overview, the flow chart does not indicate the degree of interrelationships 
among tasks, nor the necessary prerequisites to begin tasks. 

In the following, we describe the procedures used and data available to perform each of 
these tasks in a seismic QRVA.  We also describe the prerequisites for each task in 
terms of the outputs from earlier tasks. 
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Figure  A-24.  SQRVA Task Flowchart  

 

Perform Plant Walkdown
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A.7.1.  Develop Facility-Specific Risk Hazard Curves 

The family of seismic hazard curves is developed for the site in terms of the selected 
ground motion parameter; e.g., peak ground acceleration.  Along with the family of 
hazard curves for horizontal ground motion, there must be guidance on how the fragility 
analysts are to account for vertical ground motion.  Also, the uniform hazard spectra to 
be used must be documented.  

The hazard curves must extend to sufficiently low ground motion levels so that no 
damage is expected at still lower ground motions.  They must also extend to sufficiently 
high ground motion levels so that the risks from still stronger earthquakes can be either 
neglected or conservatively mapped to AFRF.  All historical records of ground motion 
must be compiled.  All credible sources of earthquakes surrounding the site, including 
distant, infrequent potential sources of strong ground motion and close in more frequent, 
lower magnitude events must be included. 

A.7.2.  Review Facility Safety Systems and Perform Initial Modification to 
Facility Internal Events QRVA System Models 

The systems analyst will review the internal event QRVA facility safety systems from the 
viewpoint of seismic safety, identify any seismic-specific initiating events, and modify the 
event trees and fault trees accordingly.  Some review of the internal event models is 
necessary to develop the initial QRVA seismic equipment list.  This explains why this 
task appears before Task 3.  To the extent that the internal QRVA trees may be modified 
for seismic initiating events before the unscreened list of components selected for 
fragility analysis is determined, this effort is included here.  Normally this initial effort 
would include the identification of the seismic induced initiating events and the 
construction of the seismic sequence event tree.  The remaining effort to develop the 
SQRVA event trees and fault trees is performed as part of Task 11. 

 A.7.3.  Develop QRVA Seismic Equipment List 

Based on preliminary insights from the seismic hazard analysis (Task 1), the available 
QRVA model for internal events, and past SQRVAs of similar facilities, the systems 
analysts and fragility analysts develop a preliminary SEL.  The list includes the 
equipment and systems required to provide protection for all seismically induced 
initiating events and the structures that house them.  The list should include all 
components needed to mitigate seismic induced fires and floods and to prevent early 
containment failure in an earthquake.  Equipment in non-safety systems are also placed 
on the list, if credit for these systems is to be included to achieve a stable safe operation.  
Components on a previously developed USI A-46 list or IPEEE Seismic Margin 
Assessment List, if available, should also be included. 

Some equipment may be initially screened from the list if the conservative assumption is 
made that no credit will be taken for it performing its function.  Equipment may also be 
removed from the list if a bounding analysis can demonstrate that the seismic LOFICF 
and AFRF are not sensitive to its seismic induced failure probability.  
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The initial list maybe augmented by the fragility analyst following the facility walkdown; 
e.g., to account for sources of fires, floods, and spatial interactions not already on the 
list. 

 A.7.4.  Conduct Facility Soil Failures Evaluation 

The potential for soil liquefaction, slope failures and damage to buried pipelines is 
assessed in this task.  For most facilities, a review based on design and construction 
records is considered adequate to screen these types of failures out.  A detailed analysis 
is needed only if soil failure is deemed significant.  This task is usually carried out by 
specialist geotechnical engineers.  To the extent that soil failures may impact facility 
structures housing QRVA components, this task should be performed early in the 
assessment.  The structures and components of interest are provided by the output from 
Task 3. 

A.7.5.  Perform Seismic Response Analysis (including developing floor spectra 
and structural response analyses) 

This task involves the derivation of the best estimate (or median-centered) seismic 
responses and their variability in the form of structural loads or floor response spectra.  
The loads and floor response spectra define the demand for which structures, systems 
and components are evaluated.  These best estimate loads and floor response spectra 
and their variabilities are obtained through simulation probabilistic response analysis, by 
new deterministic analysis with estimated variability, or by scaling of the stable safe 
operation earthquake responses and assigning variability.  The ground response 
spectrum usually used as input for this analysis is the median spectral shape for a 
10,000-year return period along with variability estimates.  If available in time, results 
from the soil failures evaluation should also be considered. 

 A.7.6.  Perform Facility Walkdowns for Seismic QRVA 

The facility walkdown task of essential components is particularly emphasized in modern 
SQRVAs.  The walkdown is conducted by a team of systems engineers and seismic 
fragility analysts.  In order for the walkdown to be efficiently performed, review of the 
design basis, preparation of procedures, collection of design/qualification data, and 
technical orientation of the walkdown team is essential.  It is also necessary that the floor 
spectra from Task 6 be available.  All items on the initial QRVA components list must be 
physically examined for seismic vulnerabilities, if possible, and the location recorded.  
The emphasis is on compliance to screening caveats, anchorage and attachment of 
subassemblies and parts, and seismic spatial systems interactions, including the 
potential for seismic induced fires and floods.  Items on the initial list may have to be 
subdivided or combined as appropriate for further assessment.  Each component on the 
QRVA component list is to be assigned an initial screening value for its failure 
acceleration.  

In addition to the list of structures and components, the systems analysts should also 
provide to the walkdown team a summary of the human actions following facility trip that 
are to be included in the SQRVA model and whose control stations are outside the 
control room.  The normal access paths for these actions should also be included.  

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix A.  QRVA Proposed Methodology 

  A-219  
 

During the walkdown, the access paths are to be inspected to ensure that following an 
earthquake, the control stations can still be accessed. 

 A.7.7.  Screen Components from Internal Events QRVA Equipment List 

Certain high capacity components may be screened out of the QRVA components list 
based on a review of seismic qualification criteria and qualification documents and the 
walkdown screening.  The decision to screen components should be based on the 
seismic hazard curves and the associated unconditional failure rate of a component with 
a fragility corresponding to the screening acceleration, usually compared to the 
component high confidence in low probability of failure (HCLPF).  The screening level 
must be chosen so that the contribution of screened components can be judged not 
significant to the final seismic LOFICF or AFRF.  The screening HCLPF assigned to 
each QRVA component is done by seismic fragility analysts using earthquake 
experience and facility specific qualifications criteria.  The contribution of screened 
components can be estimated by assuming a conservative representation of its mean 
fragility curve with the assigned HCLPF and convoluting this curve with the mean hazard 
curve to bound the frequency of seismic caused component failure. 

 A.7.8.  Perform Relay Chatter Evaluation 

Relays whose chatter during an earthquake could result in adverse effects on facility 
safety must be identified and evaluated.  The initial SEL is used as the basis for 
determining which relays to examine.  The relays associated with components on the 
A-46 list may not be sufficiently complete.  This evaluation may be done probabilistically 
or by deterministic methods.  The identification of relays and the evaluations of the 
consequence of chatter on the electrical circuits are done by the systems analysts and 
electrical engineers.  The seismic ruggedness of the relays, including the amplification of 
response through the cabinet into the relays, is evaluated by the seismic fragility 
analysts.   

Often, rather than later, modeling the response of the systems to relay chatter, a 
deterministic screening is conducted to identify relays with high and low capacity and to 
determine if relay chatter is detrimental.  Low ruggedness relays that can cause adverse 
effects are then usually replaced.  Some relays with intermediate capacities may be 
modeled depending on their impact on the facility.  Relay chatter that can lead to the 
spurious actuation of valves resulting in a bypass of fuel containment functions are of 
particular concern.  The particular impacts on the facility of those relays that are to be 
modeled must be identified as part of this task.  Since frequency screening is often a 
part of this evaluation, the results from the hazard curve analysis is also required for this 
task. 

A.7.9.  Develop Seismic Fragility Parameters for ScreeneE-In Equipment 

This task is to estimate the conditional probabilities of structural or equipment failures for 
a given level of seismic ground motion for the screeneE-in components; i.e., from 
Task 8.  Curves are developed using the fragility model whose parameters are the 
median acceleration capacity (Am), and logarithmic standard deviations reflecting 
randomness in capacity (βR) and uncertainty in the median capacity; i.e., βU.  In 
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developing these curves, the focus is on the part of the curves between the HCLPF and 
the median capacity, since this region generally contributes most to seismic risk.  

This task is performed by the seismic fragility analysts.  The fragility analyst must also 
define the failure modes associated with the fragility curves and the location of the 
components.  The fragility analyst must also specify any unique correlations between 
fragility curves so that the systems analyst can incorporate them into the seismic 
sequence models.  Task 6 must be completed previously so that the floor response 
spectra are available. 

A.7.10.  Modify Internal Events QRVA Boolean Logic Models 

This task is to perform the remaining changes to the internal events accident sequence 
models to specialize them for seismic initiating events.  This remaining effort is 
completed after the list of unscreened QRVA components, for which fragilities will be 
developed, is identified.  It is important that the seismic sequence models reflect the 
actual failure mode assessed by the fragility analysts.  To the extent that the failure 
modes are well known before completion of the fragility analysis, this effort can be 
started before the completion of Task 10.  Those components that have been screened 
out, need not be included in the final seismic sequence models.  Assumptions about how 
to include each seismic failure mode into the seismic sequence models should account 
for the dependencies between trains in multi-train systems, and for any other 
correlations identified by the fragility analysts.  In addition to LOFICF, the seismic 
sequence model must be capable of computing AFRF.  Therefore an effort is required as 
part of this task to adopt results from the Level 2 analysis performed for internal events 
so that it can be used for seismic events. 

A.7.11.  Seismic Events Human Reliability Analysis 

HFEs evaluated in the QRVA described in Sections A.1 through A.4 will need to be 
reviewed and reanalyzed to account for seismic event scenario impacts on HFE HEP 
PSFs.  There may be cases where certain human actions credited in the other internal 
events QRVA may be determined to be infeasible due to structural failures and debris at 
the human action location.  Additionally, some seismic event specific human actions may 
be identified associated with mitigating potential flood scenario impacts on the facility.  
SQRVA HRA applies the same general approach outlined for HRA in Sections A.1 
through A.4; however, the PSFs for specific HFEs need to be re-evaluated for the 
seismic event scenarios.  Additionally, new HFEs may be defined for seismic event 
scenarios to incorporate human actions to suppress or mitigate seismic event scenario 
impact and severity. 

SQRVA scenario HFE HEP development is performed following the approach outlined in 
Sections A.1 through A.4, as supplemented by guidance in NUREG-1921 and 
EPRI 1025294. 

A.7.12.  Seismic Events Accident Sequence Analysis 

After the final adjustments have been made to the event trees and fault trees for the 
SQRVA, as outlined in Section A.7.10, including the incorporation of the HRA outlined in 
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Section A.7.11, the seismic accident sequence analysis is performed following the same 
general approach as that outlined in Sections A.1 through A.4. 

A.7.13.  Seismic Events QRVA Data Analysis 

The data analyses for the SQRVA are conducted following the same general approach 
as has been outlined for the internal events QRVA in Sections A.1 through A.4.  Input 
from the fragility analysis performed as described in Section A.7.9 is applied to 
determine in which event sequences specific SSCs should be considered failed (a 
conditional failure probability of 1.00) for seismic event sequence quantification. 

A.7.14.  Seismic Events Risk Quantification 

This task involves assembling the results of the seismic hazard analysis, fragility 
analysis, and seismic sequence models, once completed, to estimate the LOFICF and 
FRF.  Both point estimate results using only the mean hazard and fragility curves and 
the full uncertainty distributions are to be computed.  The points estimate results may be 
used to identify the dominant seismic sequences and to perform uncertainty analysis 
involving just the frequency of these dominant sequences.  The risk quantification must 
consider both seismic failures and non-seismic failures, and the applicable operator 
actions. 

 A.7.15.  Seismic Events Risk Uncertainty Analysis 

SQRVA risk uncertainty analysis is conducted using the same approach as that outlined 
in Sections A.1 through A.4. 

 A.7.16.  Risk Results Presentation and Interpretation 

SQRVA risk results presentation and interpretation is conducted using the same 
approach as that outlined in Sections A.1 through A.4. 

 A.7.17.  QRVA Vulnerability Assessment 

SQRVA risk vulnerability assessment is conducted using the same approach as that 
outlined in Sections A.1 through A.4. 

 A.7.17.1 Risk Decomposition (risk by initiating event category, specific 
initiating events, specific event sequences) 

SQRVA risk decomposition is conducted using the same approach as that outlined in 
Sections A.1 through A.4. 

 A.7.17.2 Risk Importance Measure Determination and Evaluation for Event 
Tree Split Fractions and Fault Tree Basic Events 

SQRVA risk importance measure determination and evaluation is conducted using the 
same approach as that outlined in Sections A.1 through A.4. 
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 A.7.17.3 Risk Contribution Sensitivity Analysis 

SQRVA risk contribution sensitivity analysis is conducted using the same approach as 
that outlined in Sections A.1 through A.4. 

 A.7.18.  Vulnerability Assessment Results Presentation and Interpretation 

SQRVA vulnerability assessment results presentation and interpretation is conducted 
using the same approach as that outlined in Sections A.1 through A.4. 

 A.8.  External Flooding QRVA (including tsunami and heavy 
precipitation) 

External flooding QRVA is conducted using the same general approach as has been 
described herein for internal flooding (Section A.5).  The major differences are in the 
evaluation of initiating events, the determination of initiating event frequencies, and the 
potential impact of external flooding scenarios on facility structural integrity and human 
action PSFs.  Included in this analysis is the impact of potential tsunamis on the RHFSF.  
However, it is anticipated, at least preliminarily, that any tsunamis large enough to be 
expected to have any risk-significant impact on the RHFSF and associated LOFICF and 
AFRF will have direct impacts on loss of life and injury to the general public of Oahu far 
greater than any associated impacts from potential fuel release at the RHFSF. 

A.9.  External Fire QRVA 

External fire QRVA is conducted using the same general approach as has been 
described herein for internal fires (Section A.6).  The major differences are in the 
evaluation of initiating events, the determination of initiating event frequencies, and the 
potential impact of external fire scenarios on facility structural integrity and human action 
PSFs. 

A.10.  Other External Events QRVA 

Analysis of other external events hazards should be included in a comprehensive facility 
QRVA. 

A.10.1.  High Winds and Storms (e.g., tornados, hurricanes, etc.) 

High winds and storms QRVA is conducted using the same general approach as has 
been described herein for internal events (Sections A.1 through A.4).  The major 
differences are in the evaluation of initiating events, the determination of initiating event 
frequencies, and the potential impact of high wind and storm scenarios on facility 
structural integrity and human action PSFs. 

 A.10.2.  Landslides (including mudslides, sinkholes, etc.) 

Landslides QRVA is conducted using the same general approach as has been described 
herein for internal events (Sections A.1 through A.4).  The major differences are in the 
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evaluation of initiating events, the determination of initiating event frequencies, and the 
potential impact of landslide, mudslide, and sinkhole scenarios on facility structural 
integrity and human action PSFs. 

A.10.3.  Proximity Transportation Accidents (e.g., aircraft crash, external 
hazardous material spill or release, etc.) 

Proximity transportation accident QRVA is conducted using the same general approach 
as has been described herein for internal events (Sections A.1 through A.4).  The major 
differences are in the evaluation of initiating events, the determination of initiating event 
frequencies, and the potential impact of proximity transportation accident scenarios on 
facility structural integrity and human action PSFs. 

For some sources of acute release, such as aircraft or internal rail car impacts with tanks 
or piping, it is likely that tank and/or piping finite element analysis FEA will be required to 
support realistic predictions of fuel release from such event scenarios. 

A.10.4.  Extreme Weather (e.g., high temperature, etc.) 

Extreme weather QRVA is conducted using the same general approach as has been 
described herein for internal events (Sections A.1 through A.4).  The major differences 
are in the evaluation of initiating events, the determination of initiating event frequencies, 
and the potential impact of extreme weather scenarios on human action PSFs. 

 A.10.5.  Other Facility-Specific Hazards 

During the course of any thorough facility QRVA, facility-specific hazards other than 
those previously discussed herein are frequently identified that could be risk-significant.  
For example, the RHFSF has an internal rail system in its tunnels designed to support 
transport of heavy loads throughout the facility.  Derailing of the system rail cars and/or 
associated heavy loads could result in impact events involving other critical facility SSCs 
(e.g., fuel piping).  Consideration of such hazards should be included in any 
comprehensive facility QRVA.  Other facility-specific hazards QRVA is conducted using 
the same general approach as has been described herein for internal events 
(Sections A.1 through A.4).  The major differences are in the evaluation of initiating 
events, the determination of initiating event frequencies, and the potential impact of 
other facility-specific hazard scenarios on facility structural integrity and human action 
PSFs. 

 A.11.  Environmental Transport and Consequence Analysis for 
Levels 3+ QRVA (optional) 

In the QRVA project, there is no current plan to conduct Level 3+ analyses that will 
require associated environmental transport or consequence analysis within the AOC 
Section 8 activities.  The current plan is to communicate Level 2 QRVA fuel release 
frequency and probability results information to the technical teams addressing AOC 
Sections 6 and 7 and to work with those teams to help them address, evaluate, and 
report potential impacts on the water table; e.g., specific impacts on the Red Hill Water 
Shaft. 
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A.12.  Risk Management Decision Support Metric Development 
and Analysis (optional) 

Facility QRVA results can be extended to develop risk-informed performance-based 
asset management utility functions and decision-support metrics.  Such functions and 
metrics can provide valuable decision-making support for facility improvement options 
involving facility design changes and/or revisions to facility operations, maintenance, 
and/or testing procedures and policies.  In the QRVA project, there are no current plans 
to develop such utility functions or metrics, or to apply such functions or metrics in facility 
alternatives analyses. 
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Appendix B.  QRVA Project Management 

Considerations and recommendations for project management are presented in this 
section.  It is recommended that a project manager (PM) be assigned as the single point 
of contact for all project activities.  Included in this function activity will be development of 
the project plan, project task plans, and milestone scheduling. 

The project plan will identify the overall project scope, project quality requirements, roles 
and responsibilities, internal/external project interfaces, design input requirements, 
interfacing RHFSF procedures, project deliverables, performance measures for the 
project, requirements for project review(s), project software and associated software 
requirements, project schedule, and any associated project instructions and training 
requirements. 

It is recommended that the draft project plan be reviewed during the project kickoff 
meeting.  Also, during the project kickoff meeting the PM will coordinate personnel 
mobilization for the project.  As part of the project schedule and activities, the PM will 
schedule and coordinate all interim and final reviews for project deliverables, to include 
review comment resolution and incorporation.  The PM will coordinate status reports, 
project conference calls, and project status meetings. 

The project plan will define the quality assurance requirements for this project.  Project 
work results will be documented in a format that facilitates effective and efficient review 
by an independent reviewer.  The scope and content of the quality assurance will be 
sufficient to satisfy Capability Category II requirements of the PRA Standard. 

Bases and Assumptions (applicable to all sub-tasks of project management) 

• The project plan and individual task plans will be submitted to NAVFAC for review
and approval.

• One cycle of review and comment incorporation is assumed for all project
deliverables.

Recommended Deliverables of Project Management 

• Project Plan

• Project Schedule

• Task Plans, as Applicable

• Kickoff Meeting and Project Status Meeting Support
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• Monthly Status Reports 

• Weekly E-Mail Reports and Project Leadership Conference Calls, or More 
Frequently as Necessary, with a Status and Action Item Tracking Report 

These deliverables include a project work breakdown structure, as discussed in the 
scope of work, and a project schedule.  The WBS will be defined in the project plan, and 
is anticipated to closely follow the tasks as described in Appendix A of this work plan.  
The task structure will be sufficiently detailed to establish accurate project cost plans and 
schedule.  The QRVA work breakdown structure will incorporate all Navy, contractor, 
subcontractor, and other applicable organization tasks. 

The project manager will develop and maintain a project schedule.  The project schedule 
will be based on the WBS, incorporating all Navy, contractors, subcontractors, and other 
organizations.  The project schedule will be sufficiently detailed to demonstrate project 
critical path and evaluate changes to critical path in the event of schedule advances or 
delays.   

It is recommended that project administration and controls be established prior to or 
during the project kickoff meeting as part of the project ground rules.  These will support 
delivery of high quality products on time and within budget.  In addition to the project 
management approach discussed above, additional features of the project plan 
approach are discussed in the remainder of this section. 

The scope and schedule for this project are sufficient to warrant a project controls 
officer.  The project controls officer is a senior manager who can monitor progress and 
provide senior mentoring advice such that project delays are minimized.  The project 
controls officer will provide input to the weekly status meetings.  Additionally, it is 
recommended that a senior oversight director be assigned for the project.  The senior 
oversight director will review project management and project controls activities 
throughout the project to ensure compliance with the project work plan and to ensure 
that high-quality deliverables are being prepared and issued as part of this project. 
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Appendix C.  QRVA Software Considerations 

A number of commercial and government software packages exist that are designed to 
support QRVA of complex facilities.  Examples of these software packages are as 
follows: 

• RISKMAN 
• CAFTA 
• WinNUPRA 
• Risk Spectrum 
• SAPHIRE 
• BlockSim 
• ExtendSim 
• Maros 
• Miriam 
• Optimise 
• RAMCAP 
• @Risk 

As it supports comprehensive full-scope application of event tree analysis, fault tree 
analysis, initiating events analysis, data analysis (including Bayesian updating), 
uncertainty propagation, and risk decomposition capabilities, it is recommended that the 
RISKMAN software package be considered as a primary selection choice for risk 
assessment software application on this project. 

Also, there are existing software packages designed to support specific areas of QRVA 
technical tasks.  For example, the EPRI HRA Calculator software is a convenient tool 
frequently applied to HRA for QRVA. 
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Appendix E.  Glossary 

This glossary is an adaptation of information found in NUREG-2122. 

E.1.  Terms and Definitions 

Table E-1 provides the terms and their definitions with the associated discussion.  The 
terms are listed alphabetically.  Hazard-specific terms are listed, but their definitions are 
provided in the noted appendix. 

Table E-1.  Terms and Definitions 
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Table E-1.  Terms and Definitions (Continued) 
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Table E-1.  Terms and Definitions (Continued) 
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Table E-1.  Terms and Definitions (Continued) 
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Table E-1.  Terms and Definitions (Continued) 

john.f.montgomery
Cross-Out



FOR OFFICIAL USE ONLY--FREEDOM OF INFORMATION ACT AND/OR PRIVACY ACT ROTECTED -ANY MISUSE 
OR UNAUTHORIZED DISCLOSURE MAY RESULT IN BOTH CIVIL AND CRIMINAL PENALTIES 

Appendix E.  Glossary 

  E-6 
 

Table E-1.  Terms and Definitions (Continued) 
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Table E-1.  Terms and Definitions (Continued) 
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Table E-1.  Terms and Definitions (Continued) 
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Table E-1.  Terms and Definitions (Continued) 
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E.2.  Internal Fire Glossary 

Table E-2 provides internal fire terms and their definitions with the associated 
discussion.  The terms are listed alphabetically. 
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E.3.  QRVA Technical Elements 

Table E-3 provides the technical elements as adapted from the ASME PRA Standard for 
Level 1, Level 2 and Level 3 (or 4) QRVA with the associated discussion.  The technical 
elements are listed alphabetically by level of the QRVA and hazard groups. 
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Appendix F.  List of Acronyms 

Table F-1 presents the acronyms used in this document. 
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Table F-2 presents additional useful QRVA abbreviations and acronyms. 

Table F-2.  Additional Useful Abbreviations and Acronyms 
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