
Overview of T.E.S.T. 
(Toxicity Estimation Software Tool)

Todd Martin, CCTE/CCED



2

Goal

• Develop user friendly software that can estimate toxicity and 
physical properties from molecular structure 

• For applications such as hazard comparison or alternatives 
assessment

• Can screen hypothetical/new chemicals and faster and 
cheaper than conducting experiments



OECD* Principles for QSAR Models

• An unambiguous algorithm (QSAR methods)
• A defined endpoint (what is modeled)
• A defined domain of applicability (when to trust predictions)
• Appropriate measures of goodness-of fit, robustness and 

predictivity (training/test set statistics)
• A mechanistic interpretation, if possible (analysis of 

descriptors appearing in the models)

3*Organisation for Economic Co-operation and Development



Model variables 
• T.E.S.T. Descriptors are used for model building

• Combination of whole molecule descriptors (continuous) and 
molecular fragment counts (integer)

• Descriptors do not use x-y-z coordinates (3d descriptors omitted)

• Classes of descriptors:
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• E-state 
• Constitutional descriptors
• Topological descriptors
• Walk and path counts
• Connectivity
• Information content

• 2d autocorrelation
• Burden eigenvalue
• Molecular property
• H bond acceptor/donor
• Molecular distance edge
• Molecular fragment counts
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QSAR Methods

• QSAR methods:
• Hierarchical clustering
• Single Model
• Group contribution
• Nearest neighbor
• Consensus 

• See the TEST User’s guide for more information
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• Similar chemicals are 
grouped using Ward’s 
method

• Uses information from 
entire data set
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Single model
• Predictions is made using multilinear regression model fit to 

entire training set:

• Descriptors, xi, are 2d molecular descriptors
• Example: 48 hr Daphnia magna LC50 model

• Toxicity = 1.2157×(xc4) + 0.1341×(StN) + 0.6974×(SsSH) - 
1.3213×(SsOH_acnt) + 0.8605×(Hmax) + 1.4685×(ssi) - 0.9197×(MDEN33) 
+ 0.2238×(BEHm1) + 1.4502×(BEHp1) + 2.4060×(Mv) + 1.9085×(MATS1m) 
- 2.4036×(MATS1e) - 0.3463×(GATS3m) + 0.0255×(AMR) - 1.4215×(-C(=S)- 
[2 nitrogen attach]) - 0.7185×(AN) - 1.0232×(-N< [attached to P]) - 
1.5228×(-S(=O)(=O)- [aromatic attach]) - 6.5594

∑ += 0axaTox ii
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Group contribution

• Predictions is made using multilinear regression 
model fit to entire training set:

• Descriptors, xi, are molecular fragment counts
∑ += 0axaTox ii

Descriptor xi ai ai × xi

-CH3 [aliphatic attach] 1 0.23 0.23

-CH2- [aliphatic attach] 1 0.27 0.27

-OH [aliphatic attach] 1 -0.58 -0.58
Model intercept (a0) 1 1.96 1.96

Tox (-Log10(LC50 mol/L)) 1.88
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Nearest Neighbor

• Predicted toxicity is simply the average of the three nearest 
neighbors (i.e. analogous to read-across)

• All neighbors must exceed a minimum similarity
• For example, the toxicity for benzene is obtained by averaging the 

experimental values for the following analogs:
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Consensus model

• The consensus prediction is simply the average 
predicted value for all the models that have 
predictions inside their applicability domain

• A prediction is made if at least two models have a 
valid prediction in terms of their respective 
applicability domain

• Using multiple models minimizes bad predictions and 
maximizes prediction accuracy

• Using different applicability domains maximizes 
prediction coverage

• Recommended method
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Available endpoints
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• 96 hour fathead minnow LC50
Toxicity endpoints

• 48 hour D. magna LC50
• 48 hour T. pyriformis IGC50
• Oral rat LD50 
• Bioaccumulation factor
• Developmental toxicity
• Ames mutagenicity

Physchem properties
• Normal boiling point 
• Vapor pressure 
• Melting point 
• Flash point 
• Density 
• Surface tension 
• Thermal conductivity 
• Viscosity 
• Water solubility



Applicability Domain (AD)

AD measures for regression-based models in T.E.S.T.:
• Rmax (all descriptors)

• Distance from the test chemical to the centroid 
is less than the maximum distance for any 
chemical to the centroid of the cluster

• Model ellipsoid (model descriptors)
• Leverage of test compound must be less than 

leverage of all compounds included in the model
• Fragments constraint

• Cluster must contain one example of each 
fragment in the test chemical
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Mechanistic interpretation
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• Descriptors in models can be examined a posteriori for 
mechanistic plausibility
• LogP descriptors (ALOGP, XLOGP) show up in models 

for aquatic toxicity (narcosis mechanism)
• Molecular fragment counts modulate toxicity (+/-)
• Whole molecule descriptors are related to features 

such as molecular size, polarizability, or hydrophobicity



Test set statistics*

14* See T.E.S.T. User’s Guide, Chapter 5
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T.E.S.T.

ADMET Predictor

r2=0.70

r2=0.75

IGC50 performance*

ADMET 
Predictor

T.E.S.T.

Comparison to other tools



Mutagenicity performance*

*Bakhtyari et al., 2013

• T.E.S.T. achieved highest prediction accuracy for external set
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T.E.S.T. Application



• Predictions are consistent
• Similar test set chemicals are 

predicted well

Sample output: well predicted chemical



• Similar chemicals are 
present in the 
training set
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Well predicted chemical, cont.



• For poorly predicted chemicals:
• The predictions are not consistent between models
• Some models are outside their applicability domain

Poorly predicted chemical
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• There are no sufficiently similar chemicals in the test set
• In this example there is only one similar chemical in the training 

set and it doesn’t have the same functional groups

Poorly predicted chemical,cont.
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Chemical which can’t be predicted
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After relaxing fragment constraint

• A prediction can be made but it’s 
not reliable (applicability domain 
worked properly)
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WebTEST 1.0



WebTEST1.0 output
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URL/endpointAbbreviation?smiles=desiredSmiles&method=methodAbbreviation

where URL = https://comptox.epa.gov/dashboard/web-test/

“GET” API Call

Endpoint Abbreviation
Fathead minnow LC50 (96 hr) LC50
Daphnia magna LC50 (48 hr) LC50DM
T. pyriformis IGC50 (48 hr) IGC50
Oral rat LD50 LD50
Bioaccumulation factor BCF
Developmental Toxicity DevTox
Mutagenicity Mutagenicity
Normal boiling point BP
Vapor pressure at 25°C VP
Melting point MP
Flash point Density
Density FP
Surface tension at 25°C ST
Thermal conductivity at 25°C TC
Viscosity at 25°C Viscosity
Water solubility at 25°C WS

Method Abbreviation
Hierarchical clustering hc
Single model sm
Nearest neighbor nn
Group contribution gc
Consensus consensus (default)
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Example “GET” Call
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WebTEST 2.0: A database centered modeling 
platform for building and deploying QSAR 

models



Features of WebTEST2.0

• Central location for real time predictions for EPA models
• Datasets, molecular descriptors, and QSAR methodologies 

can be versioned in the database
• Utilizes R/python machine learning libraries (e.g. scikit-learn) 

to build models and make predictions
• Ability to generate WebTEST, PaDEL, Mordred, ToxPrints, and 

RDKit descriptors
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Features of WebTEST2.0, cont.

• Working on adding functionality to deploy models not stored 
in the database (i.e. “third party” models)

• Third party models sometimes use special descriptors such 
as experimental or predicted property values

• Models can be added to the webtool without redeploying the 
application

• Predictions and molecular descriptors accessible via API calls
• Full documentation of models via Excel summary or QMRF pdf
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QSAR Methods in WebTEST2.0

• A variety of QSAR methods can be utilized:
• MLR – Multilinear Regression
• RF - Random Forest
• XGBoost – Extreme Gradient Boosting
• SVM – Support Vector Machine
• kNN – k Nearest Neighbors
• Consensus – average of selected models

• Easily implementable as web services for both model 
building and model prediction

31



Property
PFAS

Experimental 
Data

All Chemical 
Experimental 

Data
HLC 32 1908
VP 101 3440
BP 260 6903
WS 81 9241
LogP 53 14545
MP 195 29052

• Curated experimental data for PFAS 
have been limited. 

• Physical chemical data was compiled 
from multiple public sources and 
QCd to the data source.

• Two sets of consensus QSAR models 
were developed for each of the six 
physical chemical properties

• PFAS only model
• All chemicals model

• Consensus model averaged the 
predictions from XGBoost and 
Random forest models

Physicochemical properties are needed to evaluate environmental 
and exposure pathways of PFAS
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Development of Updated QSAR Models to Predict PFAS 
Physical Chemical Properties
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• Consensus QSAR models trained on 
all chemical classes gave slighter 
better results for predicting 
physical chemical properties of 
PFAS.

• Model performance for PFAS is 
similar to CADASTER models, which 
were trained on PFAS substances.

• Additional QC of experimental data 
is on-going.

Trained to All 
Chemicals

Trained to 
PFAS

Property R2 MAE R2 MAE
HLC 0.68 1.18 0.85 1.13
VP 0.97 0.55 0.93 0.63
BP 0.88 20.1 0.87 19.4
WS 0.65 0.83 0.57 0.83

LogP 0.59 0.91 0.47 1.07
MP 0.84 40.2 0.77 46.1

Test set results for PFAS



https://www.epa.gov/comptox-tools/cheminformatics

WebTEST2.0 (beta)



Excel summary
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Demo
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Questions???

The views expressed in this presentation are those of 
the author and do not necessarily represent the views 
or policies of the U.S. Environmental Protection Agency
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